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EDITORIAL

Taking nuclear energy to the Moon

Kathryn Huff

arlier this month, Sean Duffy, the acting head

of the US National Aeronautics and Space Ad-

ministration (NASA), announced an acceleration

of the agency’s Fission Surface Power program,

with the ambitious goal of placing a nuclear re-
actor on the Moon by 2030 that can produce 100 kilowatts
of electric power. A surface reactor will be essential to en-
able sustained human exploration on both the Moon and
Mars. However, an overly aggressive schedule could com-
promise both technical readiness and NASA’s other scien-
tific priorities.

Space reactors are not new. In 1965, the United States
put the first nuclear-powered satellite into orbit, which
produced about 500 watts for 43 days before a non-nuclear
component failed prematurely. From 1967 to 1988, the So-
viet Union launched 33 nuclear fission-powered Earth-ob-
serving satellites, including two that produced 5 kilowatts.
In 1978, the unfortunate failure of a
support system resulted in the uncon-
trolled reentry into Earth’s atmosphere
of a Soviet satellite, scattering radioac-

...NASA could

powering habitats, life-support systems, rovers, communi-
cations equipment, and devices that convert water ice to
oxygen and hydrogen.

Safety begins before launch. To limit the hazard if a
launch fails, the reactor will not operate until it reaches the
Moon and will only contain fresh (very low radioactivity)
uranium fuel during its ascent. NASA, the Department of
Energy, and the Federal Aviation Administration have ex-
perience launching nuclear materials, and a reactor of this
scale will require extensive safety review and radiological
contingency planning. Once deployed, it will need shield-
ing to protect nearby crew and autonomous power control
systems, including the ability to shut down automatically
as terrestrial reactors do.

These challenges are solvable. The greater question is
whether the 2030 target aligns with the mission it is meant
to serve. No crewed lunar base is currently scheduled to
operate in 2030. Building a reactor
years before its intended users arrive
risks wasting resources. Unless NASA’s
budget grows substantially, prioritiz-

L]
tive debris across 20,000 square miles make thls program ing this program could slow or can-
of Canadian territory. Clearly, reactors cel other critical missions that enable
can operate in space, but integration a cornerStone.Of observations of the Universe, climate,
with support systems may ultimately fllture exploratlon. and Earth. The directive frames the
determine mission success. program’s urgency in competitive

Still, nuclear fission is the best avail-
able power source to operate through
the 14-day lunar night or on the harsh surface of Mars,
though the proposed reactor will be larger than its prede-
cessors. Earlier units were approximately the size of a car,
but NASA’s new reactor will likely exceed that of a standard
freight shipping container.

Mass will be the first constraint. Launch and landing
systems must accommodate the reactor’s size and weight
without sacrificing stability or control. NASA’s goal of keep-
ing system mass under six metric tons would have been
challenging even for transporting the smaller 40-kilowatt
reactor envisioned in 2022. With an increased target power
output of 100 kilowatts, the proposed 15-ton lander pay-
load limit presents a formidable reactor design constraint.

Thermal management will be equally challenging. The
reactor must control coolant behavior in low gravity, re-
ject waste heat in a vacuum, and maintain stable opera-
tion despite the Moon’s extreme temperatures, which can
swing by 200°C between day and night. Accordingly, the
directive requires a specific type of system to convert heat
into electricity without exhausting fluids into the thin lu-
nar atmosphere. It must maximize thermal efficiency while

terms, noting Chinese and Russian

plans to deploy a lunar reactor by the
mid-2030s. No international law prohibits peaceful nu-
clear power on the Moon. And according to the 1967 Outer
Space Treaty, building infrastructure on the Moon estab-
lishes a country’s presence but not a territorial claim. How-
ever, establishing a safety perimeter around a reactor could
limit access to that region by other countries. Duffy hence
warned of potential “keep-out zones” on the Moon and de-
clared, “We want to get there first.” Although innovation is
sometimes spurred by competition, modern science thrives
on collaboration. NASA’s Artemis program, which aims to
establish a long-term Moon base and prepare for future
human missions to Mars, has demonstrated that interna-
tional partnerships can accelerate progress toward shared
goals. Although cooperation with every nation may be in-
feasible, space exploration should remain a collective hu-
man endeavor, not a national possession.

With technical discipline, realistic scheduling, and a
commitment to science, NASA could make this program a
cornerstone of future exploration. If urgency overwhelms
readiness, the United States risks undermining its own am-
bitions in space and climate resilience at home. [J

Kathryn Huff is an associate professor in the Department of Nuclear, Plasma, and Radiological Engineering, University of lllinois at Urbana-Champaign,
Champaign, IL, USA and is a Public Voices fellow of The OpEd Project. kdhuff@illinois.edu
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Sponsored Feature

Changing the course:

Stopping Alzheimer's

before it starts

Scientists are redefining Alzheimer’s disease, with new tools that can measure
biological signals before late-stage cognitive symptoms appear. This new
understanding is leading to a generation of therapies designed to intercept the disease

before it takes hold.

or more than a century, Alzheimer's disease has been defined by its tragic
endpoint: the slow, heartbreaking erosion of memory, cognition, and
self. A diagnosis was often a confirmation of what families already knew
and feared, coming long after the disease had taken root in the brain.
But scientists are redefining Alzheimer's disease from a late-stage cognitive
syndrome to a biological condition that can be identified, and potentially
intercepted, before overt cognitive symptoms appear.

“We will look back in 20 years and say, 'l can't believe we waited until symptoms
appeared before we started treating Alzheimer's disease,” says Bill Martin, the
global therapeutic area head for neuroscience at Johnson & Johnson (J&J). “We
know now that the disease pathology is detectable before symptoms even appear.”
This shift represents one of the most significant leaps forward in neuroscience and
could completely change the fates of the patients affected by Alzheimer's as well as

the people who care for them.

From post-mortem to predictive science
When Alois Alzheimer, a German psychiatrist and neuropathologist, first described

the disease in 1906, the markers he identified, amyloid and tau proteins, could

only be seen in the brain post-mortem. For decades, these clumps of misfolded
proteins remained the only definitive confirmation. However, over the past 20 years,
advances in science have shifted the process from diagnosing based on symptoms
to detecting biological changes in living patients. “We are redefining diagnosis of
the disease,” Martin explains.

Though amyloid protein buildup is believed to trigger the disease process
decades before symptoms manifest, it is the subsequent spread of abnormal tau
protein that most closely tracks with the neurodegeneration and cognitive decline
that patients experience. This strong connection suggests that tau may be a critical
therapeutic target. As Martin explains, focusing on tau could be a reliable way to
target and track disease. Because the presence of pathological tau proteins is so
directly linked to a patient's brain health, any therapy that successfully slows, or
even reverses, the spread and accumulation of tau could produce a distinct and

measurable benefit to cognitive function in a clinical trial.

The power of precision

ol

This focus on tau is a key part of J&J's “precision neuroscience” strategy to deliver
the right therapy to the right patient at the right time, Martin says. In practice, this
means using a suite of sophisticated tools to build a detailed picture of a person’s
individual disease biology.

One of these tools is positron emission tomography (PET), which can visualize tau
in the brain, allowing researchers to see not only if the pathology is present, but also

how much there is and where it has spread. In fact, the location of tau in the brain
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is closely related to specific

toms.
Sympoms years and say, ‘I can’t
PET imaging provides

believe we waited until

the most precise map,

but its accessibility and symptoms appeared
cost make it impractical before we started

for wide-scale screening. treating AIzheimer’s
Researchers are therefore d isease.” ,

putting considerable effort
into finding blood-based
biomarkers. J&J, for
example, has developed and
utilized a test for its clinical trials that measures a specific fragment of tau called
phosphorylated tau 217 (ptau217), a blood-based biomarker closely associated with
disease pathology.

At J&J, researchers are using this blood test as a pre-screening tool to identify
candidates for their anti-tau clinical trials, who then go on to have more detailed
PET imaging to confirm the findings of the blood test. This precision approach helps
ensure that trials are populated with the right patients at the right stage of disease.
It also allows for a more streamlined approach to screening, as the more costly PET

is reserved for patients whose tau status has already been confirmed via blood test.

A new generation of tau therapies

This move toward early and precise diagnosis is also reshaping how researchers are
approaching therapeutics. The ability to define Alzheimer's disease by its specific
protein signatures and patient subtypes is a first step toward personalized medicine.
New interventions have already been shown to modify the course of the disease at

a biological level in the brain, and now, researchers are building on that progress to

develop even more precise treatments that can slow or stop disease progression.

k& We will look back in 20

— Bill Martin, global therapeutic area
head for neuroscience at Johnson &
Johnson
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Tau protein in the human cerebral cortex. Accumulation of abnormal tau ‘q
protein closely tracks with cognitive decline in Alzheimer's disease. E

One approach is a
tau-targeting monoclonal
antibody, which received
United States Food & Drug
Administration (FDA) Fast
Track designation earlier
this year. It is designed
to slow the spread of tau
pathology in the brain.
Another J&) anti-tau

immunotherapy, JNJ-2056

(formerly known as
ACI-35.030, in collaboration with AC Immune), was granted Fast Track designation
by the FDA in July of last year. It is the first active immunotherapy targeting tau
to be investigated for people with preclinical Alzheimer's disease, and it works
by triggering the patient’s own immune system to attack disease-causing tau
molecules, says Martin.

This research is a starting point that sets the stage for a more comprehensive
future, says Martin. “Very few diseases, let alone of this complexity, are managed by
asingle intervention.” Instead, he believes the field is headed toward combination
therapies, in which a patient’s personal biological profile, identified through
advanced diagnostics, will guide the selection of a specific combination of
treatments. “Two years ago, | told my daughter, ‘[ Your generation] is the last that's

m

going to know Alzheimer's disease as we know it today,” Martin shares. "As | look at
it today, | stand by that prediction. | remain really inspired by the progress that the

field is seeing." Sponsored by

Johnson&dJohnson
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SCIENCE POLICY

Emergency ruling may prompt Trump administration to again cancel research it dislikes

nnie Luetkemeyer, an infec-
tious disease researcher at
the University of California
(UC) San Francisco, was
leaving a research meeting last
week when the U.S. Supreme Court
ruined her day. She had been about
to relaunch a study on the effects of
using an antibiotic to prevent sexu-
ally transmitted infections in certain
sexual and gender minorities. The
National Institutes of Health (NIH),
which funded the project, had killed
it in March, not long after President
Donald Trump’s executive order
barring grants that “promote gender
ideology,” but a federal judge in June
had ordered the funding and many
other canceled NIH grants restored.

Now, in a 5-4 decision, a Supreme
Court majority had granted an emer-
gency stay of that ruling and signaled
it was unlikely to reverse any federal
grant cancellations upon appeal.

The news was “very disheartening,”
Luetkemeyer says, as NIH is free to
again terminate her grant and more
than 800 others on politically charged
topics such as COVID-19 and diversity,
equity, and inclusion.

The high court’s verdict threatens
an estimated $2 billion in multi-
year NIH funding and left medical
research proponents aghast. “This
was a decision critical to the future
of the nation, and the Supreme Court
made the wrong choice,” the Associa-
tion of American Medical Colleges
said in a statement. “History will look
upon these mass [NIH] research grant
terminations with shame.”

This legal battle arose soon after
Trump took office, when NIH began
to terminate as many as 2300 grants.
In early April, two lawsuits challeng-
ing some of the terminations were
filed and on 16 June, William Young of
U.S. District Court for the District of
Massachusetts found the cancellations
were arbitrary and capricious, making

them illegal under a law called the
Administrative Procedure Act (APA).
He also found the terminations dis-
criminated against racial, sexual, and
gender minorities.

Young ordered the reinstatement
of 848 grants held by plaintiffs in the
case, studies scheduled to get nearly
$800 million this fiscal year. An ap-
peals court rejected the administra-
tion’s request to stay the order, and
NIH had restored most of the grants
by this month. But Trump officials had
appealed to the Supreme Court, lead-
ing to last week’s decision.

66
Labs will
shutter, people

will lose jobs.

Gregg Gonsalves
Yale University

The high court was divided on
whether Young had the legal author-
ity to order the NIH grants be paid
and whether the government would
suffer “irreparable harm” if forced
to deliver the funding before legal
appeals are resolved. Although five of
the conservative justices scolded the
district court for asserting a jurisdic-
tion they said it did not have, and
should have known it did not have
because of a previous high court rul-
ing, Chief Justice John Roberts joined
the court’s three liberals in a dissent.

Legal observers say the stay allow-
ing the grant terminations appears
to be a clear win for the White
House’s efforts to end scientific
research it dislikes. “The reasoning
[the majority] gave for putting the
district court’s injunction on hold
seems to make clear that their view

MEREDITH WADMAN and JOHN TRAVIS

is this case shouldn’t proceed at all,”
says Samuel Bagenstos, a University
of Michigan law professor who from
2022 to 2024 was the senior lawyer
in the Department of Health and
Human Services (HHS), NIH’s par-
ent agency.

The majority in the ruling stated
that the plaintiffs, which include
state attorneys general, scientists, and
groups representing them, should
have brought their challenge of NIH’s
terminations not to the district court,
but to the Court of Federal Claims,

a specialized venue for contract dis-
putes. But Bagenstos says the claims
court has no jurisdiction to restore
federal grants. “The take-home mes-
sage is the Supreme Court is going to
deny you the remedy of getting your
grant reinstated, and instead, the
Supreme Court is essentially going to
send you to a different court where,
after potentially many years, you
might possibly get some damages.”

The Supreme Court ruling may
also indicate rough times ahead for
UC faculty who filed a class ac-
tion lawsuit against research grant
terminations from multiple federal
agencies and also in June won an
injunction from a different district
court. The U.S. government similarly
argues in that case that the judge
didn’t have authority over the matter
and last week’s ruling suggests the
Supreme Court may concur.

“They effectively said all grant ter-
mination litigation needs to go to the
Court of Federal Claims. ... There’s a
very good chance that that whole case
will disappear;,” says Scott Delaney, a
former attorney and an environmental
epidemiologist at the Harvard T.H.
Chan School of Public Health who
maintains a database of science grants
canceled by the Trump administration.

He predicts other legal challenges
to federal grant cancellations will also
be quashed. “It gives the government
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a very, very big arrow in its quiver for
all of those cases.”

NIH had not yet terminated previ-
ously restored grants as Science went
to press, and HHS declined comment,
citing the ongoing litigation. But
many researchers are pessimistic.
“Labs will shutter, people will lose
jobs,” Gregg Gonsalves, an epide-
miologist at Yale University, wrote
in a BluesKky post. For her part,
Luetkemeyer is now hesitating to
rehire for her project as she awaits
NIH’s response to the ruling.

Justice Amy Coney Barrett did join
Roberts and the three liberal justices
in concluding Young had the jurisdic-
tion to find that NIH probably violated
the APA with its policy guidance that
prompted the grant cutting. But even
if that finding is sustained on appeal,
it would still leave grantees whose
projects are canceled in the future

with no opportunity to go to federal
district court to get them reinstated.

In a separate dissent, Justice
Ketanji Brown Jackson called the no-
tion that the plaintiffs would have to
pursue legal remedies in two courts
“bizarre.” She also scoffed at the
rationale several justices gave for the
stay: that the plaintiffs had made no
offering that they would return their
NIH grant money if they ultimately
lost their case on appeal. Jackson
wrote: “Government does not come
close to offering any reason for us
to intervene. Its asserted harm—its
only asserted harm—is that it might
have to keep paying out grants it has
already committed to paying for the
few months it will take to appeal the
District Court’s decision.”

She contrasted that with the harm
scientists would likely suffer if they
have to wait for appeals to play out,

IN FOCUS

T —

writing: “Make no mistake: Per the
evidence in front of the District Court,
the forward march of scientific discov-
ery will not only be halted—it will be
reversed. ... Yearslong studies will lose
validity. Animal subjects will be eutha-
nized. Lifesaving medication trials will
be abandoned. Countless researchers
will lose their jobs. And community
health clinics ... will close.”

For Luetkemeyer, the past 6 months
have already exacted a steep price.
She expected to have hundreds of
participants in her study at this point,
rather than the single person who
enrolled just before NIH cut the fund-
ing. “We’re all in this field because
we're trying to do good science and
serve people and answer important
questions,” she says. “And it feels like
[we’ve spent] an incredible amount
of time and heartache and energy not
doing those things because of this.” [J

China’s new neutrino observatory comes online

China's Jiangmen Underground Neutrino Observatory (JUNO) started taking data this week that may resolve a puzzle about
the masses of the ghostly particles. Built by the Chinese Academy of Sciences’s Institute of High Energy Physics, JUNO

has a 35.4-meter-diameter vessel (above) holding 20,000 tons of a liquid scintillator surrounded by 45,000 photomultiplier
tubes to pick up the telltale flashes of light that result when antineutrinos from distant nuclear reactors slam into atomic
nuclei in the liquid. Data from JUNO should indicate which of three neutrino mass states is heaviest, a finding affecting physics,
astrophysics, and cosmology. —Dennis Normile
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PIG LUNG WORKS,
BRIEFLY, IN HUMAN

In a small step
forward for the long-
struggling field of
xenotransplantation,
surgeons in China
have put a pig lung into
a brain-dead man and
shown it can function,
although the organ
only lasted 9 days
before succumbing to
an immune assault.
The organ came from
a miniature breed of
pig with three of its
genes for cell surface
sugars deleted and
three human genes
added, changes made
to help the lung work
in a person without
being rejected. The
lung delivered oxygen
to the man'’s blood
and removed carbon
dioxide, according to
areport this week in
Nature Medicine. The
organ also avoided

an initial antibody
attack, but soon
swelled with edema
as immune factors
reacted to the foreign
tissue. The experiment
“clearly illustrates
that lung xenograft
survival in humans
will require more
genetic engineering
and optimized
immunosuppression,”
says animal cloning
specialist Dengke Pan,
a co-author of the
study and founder of
Chengdu ClonOrgan
Biotechnology, which
makes the pigs.
Meanwhile, a gene-
edited pig kidney has
continued working
ina U.S. man for

8 months, nearing the
9-month record for

a xenotranplantina
human. —Jon Cohen
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GENETICS

Gaps remain in college sports’
15-year-old sickle cell policy

Report recommends education, genetic counseling with NCAA screening

RODRIGO PEREZ ORTEGA

n September 2006, Dale Lloyd II, a first-
year football player at Rice University,
collapsed during a routine team workout
and never got back up. The 19-year-old’s
death was later linked to sickle cell trait (SCT)—a
genetic condition he hadn’t known he carried,
and that can make intense exercise dangerous.

The tragedy was a turning point in college
sports. Lloyd’s parents sued the university and
the National Collegiate Athletic Association,
and, as part of a settlement, NCAA mandated
in 2010 that all Division I athletes either show
proof of prior screening for SCT, undergo new
testing, or sign a liability waiver. The policy
soon expanded to all NCAA sports. At the
time, it was one of the most ambitious genetic
screening efforts by a private organization in
the United States.

The policy has likely saved lives, but a com-
prehensive new study funded by the National
Human Genome Research Institute also finds
shortcomings in its implementation. Con-
ducted by researchers at Duke University and
the University of North Carolina at Chapel Hill
and described in a report published this week
on a Duke website, the study finds the testing
itself can be inadequate, and that many athletes
who test positive don’t get comprehensive ad-
vice about how to reduce their risk, or genetic

counseling about the implications of the trait
for future generations.

“I'm really impressed” with the report, says
Lakshmanan Krishnamurti, a pediatric hemato-
logist at the Yale University School of Medicine.
The findings are “not a surprise,” he adds.

It’s particularly troubling that protocols long
used in the military to mitigate SCT-related
risks, such as ensuring good hydration and not
exercising outside on very hot days, are still not
universal in college sports, he says.

A spokesperson for NCAA’s national office
declined to comment on the study.

SCT is caused by a mutation in the gene for
hemoglobin, the oxygen-carrying protein in red
blood cells. The condition disproportionately af-
fects Black people, about one in 13 of whom carry
the mutation. People with two copies have sickle
cell disease (SCD), in which misshapen red blood
cells can lead to chronic pain, anemia, and organ
damage. But those with SCT carry a single copy
and often have no symptoms or health risks—
unless they engage in extreme physical exercise.
Most of the reported deaths related to SCT are
from exertional rhabdomyolysis—a condition
in which muscle breaks down, releasing toxic
proteins into the bloodstream that can damage
organs. A 2012 study in the British Journal of
Sport Medicine reported that athletes with SCT
had a risk of exertional death 37 times higher
than those without the trait.
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Duke University defensive tackle Aaron
Hall tested positive for sickle cell trait

in a screening program mandated by the
National Collegiate Athletic Association.

Since the NCAA policy was imple-
mented, the number of football play-
ers who died of complications related
to SCT has plummeted, according to a
2020 paper in Sports Health: A Multi-
disciplinary Approach. Nine players
died in the 10 years before July 2010,
and only one in the 9 years after. But
deaths still happen: Last year, 18-year-
old Calvin “C.J.” Dickey Jr. collapsed
during football practice at Bucknell
University and died 2 days later from
exertional rhabdomyolysis. He had
tested positive for SCT weeks earlier.

In the new study, Duke geneticist
Charmaine Royal and her colleagues
interviewed nearly 1900 athletes,
trainers, coaches, and team
physicians across 172 schools about
their experiences with the NCAA
policy. About 2% of the participating
athletes carried SCT. And even
though newborns in the U.S. have
been routinely screened since the
mid-1970s for hemoglobin abnor-
malities, more than 40% of those
athletes found out they had SCT
during the NCAA screening.
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We shouldn’t just
treat these
people as football
players ... [but]
as whole, holistic
human beings.

Lainie Ross
University of Rochester

More than 85% of participants
supported SCT screening. But the
report raises concerns about the
testing method. NCAA recommends
a “solubility test,” which detects the
presence of abnormal hemoglobin
caused by the sickle cell mutation in
blood with very high sensitivity but
can miss abnormalities from other
harmful gene variants that can pose
risks to athletes. The report says
players who test positive should have
a confirmatory “electrophoresis”
test, which uses electrical current to
separate different types of hemo-
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globin and can distinguish SCT,
sickle cell disease, and other hemo-
globin disorders such as beta thalas-
semia. “I think it’s unconscionable to
test these kids with solubility testing
and not do hemoglobin electropho-
resis,” says pediatrician and philoso-
pher Lainie Ross of the University
of Rochester, who attended summits
convened by the study’s authors to
discuss the NCAA policy.

The researchers also found that
many schools don’t have clearly docu-
mented protocols for athletes with
SCT. An NCAA fact sheet recommends
precautions, including limiting all-out
exertion to 3 minutes without resting,
but the organization doesn’t say how
coaches and athletes should handle
SCT-related complications.

Aaron Hall, a Duke student
athlete who participated in one of
the summits, found out he carried
SCT during the NCAA screening as a
freshman. He says coaches and staff
gave him and his teammates plenty
of information about the trait. “If I
ever do encounter symptoms, I kind
of know what to do myself,” he says.
But he may be an exception; the
study found that only 21% of coaches
felt knowledgeable about SCT facts,
and only 11% of all athletes did.

The surveys also revealed that
although NCAA recommends that
people with positive results seek
genetic counseling, only 20% of the
colleges offered it, and no athlete
in the study had received it after a
positive SCT test. Schools have “an
obligation to do pre- and post-test
counseling,” Ross says. “We shouldn’t
just treat these people as football
players. ... You should treat them as
whole, holistic human beings.”

On the positive side, the report
finds little evidence to support con-
cerns that screening players might
lead to discrimination based on SCT
status. At Duke, athletes are required
to wear red wristbands to alert staff
and teammates they have SCT. “I am
totally against those bands,” Ross
says. “This is private health informa-
tion.” But Hall says he’s “extremely
comfortable” wearing a risk band
because it allows teammates and
staff take care of each other.

Royal hopes NCAA takes the re-
port seriously and doesn’t “throw the
baby out with the bathwater” in ad-
dressing the recommendations. “We
propose a whole bunch of strategies”
for improving the policy, she says, “so
they have lots of options.” (]

NEWS

ARTIFICIAL INTELLIGENCE

AT hypotheses lag
human ones when
put to the test

Machines still face hurdles
in identifying fresh research paths,
study suggests

JEFFREY BRAINARD

n May, scientists at FutureHouse, a San
Francisco-based nonprofit startup, an-
nounced they had identified a potential
drug to treat vision loss. Yet they couldn’t
fully claim the discovery themselves. Many
steps in the scientific process—from litera-
ture search to hypothesis generation to data
analysis—had been conducted by an artificial
intelligence (AI) the team had built.

All over the world, from computer science
to chemistry, Al is speeding up the scientific
enterprise—in part by automating something
that once seemed a uniquely human creation,
the production of hypotheses. In a heartbeat,
machines can now scour the ballooning research
literature for gaps, signaling fruitful research
avenues that scientists might otherwise miss.

But how good are the ideas? A new study, one
of the largest of its kind, finds the Al-generated
hypotheses still fall short of human ones, when
researchers put them through real-world tests
and get human evaluators to compare the re-
sults. But not by much. And maybe not for long.

A paper describing the experiment, posted to
the arXiv preprint server in June, suggests Al
systems can sometimes embellish hypotheses,
exaggerating their potential importance. The
study also suggests Al is not as good as humans
at judging the feasibility of testing the ideas it
conjures up, says Chenglei Si, a Ph.D. student
in computer science at Stanford University and
lead author of the study.

The research is drawing praise but also caution
from others in the field, in part because judging
originality is so difficult. “Novelty is the bugbear
of scientific evaluation and one of the most diffi-
cult tasks in peer review,” says Jevin West, a data
scientist at the University of Washington.

The study examined hypotheses about Al
itself, in particular natural language processing
(NLP), which underpins Al tools called large
language models (LLMs). The researchers tasked
Claude 3.5 Sonnet, an LLM developed by the
startup Anthropic, with generating thousands
of ideas based on an analysis of NLP studies in
the Semantic Scholar database and ranking the
most original ones. The researchers then paid
human NLP specialists to come up with compet-
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ing ideas. The team also recruited
another group of computer scientists
to judge the novelty, feasibility, and
other qualities of the two sets of ideas,
to which the reviewers were blinded.
They gave the Al ideas higher marks
on average, a surprising finding the
team reported in a 2024 preprint that
drew media attention.

But the tables turned in the study’s
second phase. After advertising via
social media and other routes—
including on a T-shirt Si wore to
conferences—the team recruited a new
team of paid NLP specialists to run
experiments for 24 of the Al-generated
ideas and 19 human ones. The tests
typically examined how a proposed al-
gorithm could improve an aspect of an
LLM, such as its language translations,
and the experimenters were empow-
ered to tweak the study design by, for
example, choosing a data set better
suited to evaluate the hypothesis. The
team once again got independent
evaluators to judge the hypotheses.
Average overall scores for the Al ideas
dipped on a 10-point scale from 5.382
to 3.406, whereas human ideas fell
from 4.596 to only 3.968.

Si says the results show the
importance of putting hypotheses
to the test. “If you only look at the
ideas, some reviewers can get fooled
by how exciting certain words sound,
but when you actually look at that
code execution or interpretation of it,
you’ll realize it’s just a fancy or novel
phrasing of a known technique.” (That
concern was echoed in a February
study of 50 AI hypotheses: Human
evaluators judged one-third to have
been plagiarized, with another third
partially borrowed from previous

BY THE NUMBERS

work. Only two were mostly novel and
none were completely novel.)

The study is “really exciting” but
has limitations, says Dan Weld,
chief scientist at the nonprofit Allen
Institute for Artificial Intelligence.

For one, he says, it relied on a single
LLM to generate hypotheses based
on a wide body of relevant research
rather than using multiple AI tools to
scour highly cited studies written by
prominent specialists. Also, humans
are not necessarily the best judges of
novelty either: Previous studies have
found that actual researchers disagree
substantially in how they score the
same computer science papers. An
experiment’s novelty is best evaluated
in hindsight, after years of accruing
citations, West adds.

Si says it would be too time-
consuming to have humans
groundtruth Al-generated hypoth-
eses as a matter of course. But LLMs
could get better at recognizing novel
hypotheses if they are trained on the
details of past, successful experi-
ments, he suggests.

Despite the questions, the Al
and human scores were remarkably
close—something that would have
shocked researchers even a few years
ago. Weld wouldn’t be surprised if,
eventually, AI comes up with most
hypotheses and scientists are left
to carry out the parts of the experi-
ments that can’t be automated with
robots. But if that’s the case, it re-
moves “the most fun part of science”
and leaves scientists to conduct lab
work that “is sometimes brain-
numbing,” West says. “Science is a
social process that involves humans.
You take that out, then what is it?” [J

Distinct giraffe species, according to an analysis
of scientific data released last week by the
International Union for Conservation of Nature. The world's
tallest mammal had long been labeled a single species
with as many as nine subspecies. The new classification may help
conservation managers design efforts specific to each species.
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New clues
found about the
assembly of life’s

first proteins

Lab study shows how RNA could
have helped amino acids join
up—without preexisting protein
machinery ROBERT F. SERVICE

ife today depends on proteins, cel-
lular workhorses that do everything
from flex muscles to ferry oxygen. And
proteins, in turn, depend on RNA,
which carries the recipes for making them and
also helps with their assembly. In modern cells,
large protein-based enzymes help connect RNA
snippets to amino acids, the building blocks
of proteins. Then, the RNA- and protein-based
cellular machine called the ribosome stitches
the amino acids together into a protein chain,
reading the correct sequence from a longer
strand of messenger RNA. But billions of years
ago, before the evolution of the enzymes and
the ribosome, how could life’s first proteins
have been constructed?

Researchers say they’ve now come up with
a plausible route by which RNA and amino
acids could have paired up to assemble small
proteins called peptides, without the help of
complex enzymes or the ribosome. The work,
published this week in Nature, offers a glimpse
of how RNA might have helped form the first
simple proteins, an event that could have set
the stage for evolution.

“This is the first step to allowing life’s in-
formation molecules to encode peptides,” says
Matthew Powner, a chemist at University Col-
lege London (UCL) who led the study. Thomas
Carell, a chemist at the Ludwig Maximilian
University of Munich, says the study “gives
wonderful insights” into “one of the big riddles
in prebiotic chemistry.”

At the heart of the protein-nucleic acid
partnership is the process by which RNA gets
amino acids to link up. Amino acids don’t natu-
rally connect into proteins. They must first be
chemically “activated,” whereupon they link up
like boxcars in a train. Today, biology speeds all
this up with large enzymes that prompt amino
acids to react with a cellular energy molecule
called ATP. This creates a form of an amino acid
that can chemically join with RNA to create
an activated combo known as aminoacyl-RNA.
Only then can these compounds be fed to the ri-
bosome, which snips off the RNA bits as it links
the amino acids together into peptides.
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Since the 1970s, numerous groups
have tried an array of chemical
strategies to produce activated
aminoacyl-RNAs under conditions
simulating a primitive environment
like early Earth’s. But the reactions
have typically worked poorly, if at all,
and they often produce compounds
that are unstable in water, suggesting
they wouldn’t have had much staying
power on early Earth, Powner says.

In hopes of doing better, Powner
and his colleagues turned to an
energy-rich compound called pan-
tetheine that’s involved in numer-
ous metabolic reactions in cells and
could have formed in lakewater
environments on early Earth, as the
researchers reported last year. In the
new study, the researchers added
pantetheine to water containing
amino acids. The amino acids reacted
with it, creating a combo known as
an aminoacyl-thiol that was ready to
react with RNA. “It forces the amino
acids to react with RNA and not with
each other,” says Moran Frenkel-
Pinter, an origin of life chemist at the
Hebrew University of Jerusalem.
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RNA can take two forms, either as a
single- or double-stranded molecular
helix. When Powner and his col-
leagues tried to react the aminoacyl-
thiols with single-stranded RNA, the
amino acids bound to it chaotically,
all along the RNA. But when Powner’s
team used double-stranded RNA,
which more closely resembles the
kind that pairs with amino acids in
cells, the reactions yielded activated
aminoacyl-RNAs with structures
matching those normally produced
by enzymes. “It’s quite an impressive
achievement,” says Nick Lane, an
origin of life chemist at UCL who is
not affiliated with Powner’s group. “It
looks like life’s chemistry even if it’s a
bit different.”

Powner and his colleagues took
their experiment one step further.
When they enriched their brew with
hydrogen sulfide and compounds
called thioacids, both of which were
also likely abundant on early Earth,
the amino acid pieces of the
aminoacyl-RNAs were triggered to
link up into peptides, all without the
need for enzymes or ribosomes.

Researchers believe
alkaline lakes

such as Turkey’s
Yarisli Lake might
have been ripe

for the assembly of
Earth’s first proteins.

Lane cautions that the new work
still only produces peptides with a
random arrangement of amino acids,
unlike the genetically controlled
ordering carried out by ribosomes.
“They still have not cracked that
problem,” Lane says. Powner agrees,
but says the current work already
reveals that some RNAs have a slight
preference for interacting with par-
ticular amino acids over others. “This
is just the first step,” he says.

Even with that piece outstanding,
Lane says he believes the new work
is helping bridge the gap between
divergent origin of life camps. For
decades, one group of researchers
has emphasized the central role of
RNA, whereas another group—the so-
called “metabolism first” camp—has
argued that self-sustaining chemical
networks needed to appear before
self-replicating genetic molecules
like RNA could arise to make use of
them. With the new evidence that
energy-rich compounds played a key
role in linking amino acids to RNA,
Lane says, “this whole field is moving
together a little bit” [J
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MEDICAL MUSEUM’S NEW SENSITIVITY
Philadelphia’'s Mutter Museum, infamous
for its medical curiosities such as a
2.5-meter colon and abnormal skeletons,
outlined new policies for its handling of
human remains earlier this month. Critics
had said its displays disrespected the dead
and disregarded the medical field's racist
history. The Mtter’s 2-year Postmortem
Project had since scrutinized the museum'’s
collections and approach to displaying
them. The museum says it will now add
context and biographical details to its
specimens and that from now on, human
remains will only be accepted if pledged
by a living person or donated by their
descendants. It also commits to returning
specimens to communities that did not
consent to their acquisition, and to having
Indigenous American tribes consult on the
Mutter's collection. —Hannah Richter

CHINA VISA FOR STEM SCHOLARS Hoping
to bolster its international competitiveness
and foster academic cooperation, China
has created a new K visa category intended
to make it easier for young science and
technology professionals to visit the
country. Currently, non-Chinese researchers
seeking to attend conferences, meet
collaborators, or investigate exchange
opportunities must find official sponsors.
Starting in October, young graduates of
renowned universities with bachelor’s or
higher degrees in science, technology,
engineering, and math will be able to apply
for Kvisas on their own, according to the
Ministry of Justice website. The K visa will
also offer greater leeway on the number of
times a person can visit and their length of
stay. —Dennis Normile

FAMINE VERDICT CHALLENGED Gaza City
and its surrounding governorate are now
experiencing famine and other parts of
Gaza may follow or be in worse shape,
according to a global expert body on food
insecurity. But even before the Integrated
Food Security Phase Classification group
released its official assessments last week
in two reports, the Israeli military and
other critics attacked the science underly-
ing them, arguing that IPC changed its
criteria to make declaring a Gaza famine
easier. Independent food security experts
and others close to IPC's deliberations say
those assertions are false. The contested
changes to the body'’s famine criteria were
made 6 years ago, long before the start of
the latest Israel-Hamas war, they

point out. —Leslie Roberts
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Europe’s biggest quake may
foretell Atlantic ‘ring of fire’

Earth’s mantle is peeling from the crust in the eastern Atlantic,
a possible sign of the ocean’s eventual closure EVAN HOWELL

n 1 November 1755, the
earth shuddered violently
beneath Lisbon, Portugal.
The seas swelled and a
firestorm followed, killing tens of
thousands who had gathered on All
Saints’ Day. Surveys in the aftermath
revealed 85% of Lisbon’s buildings
lay in ruins, allowing scientists
centuries later to estimate the earth-
quake’s magnitude at 8.7, cementing
it as Europe’s most destructive.
Mysteriously, the quake struck far
from any known subduction zone—
regions such as those off Japan and
South America where one tectonic
plate dives beneath another, forming
a deep ocean trench, fueling volca-
noes, and driving some of Earth’s
largest quakes. A study published
this week in Nature Geoscience may
finally explain the Lisbon disaster,
while also hinting at the Atlantic
Ocean’s geological future.
The study shows that, like the sole
peeling off an old shoe, the mantle—
the hot, dense layer that makes up

much of Earth’s interior—is slough-
ing off beneath offshore Portugal.
This process, called delamination,
was thought to be impossible in old,
strong oceanic crust. “To our knowl-
edge,” says University of Lisbon geo-
logist and lead author Jodo Duarte,
“delamination has never been identi-
fied in a pristine oceanic basin.”

The delamination process could
generate enough stress to trigger
major quakes. It may also offer a
rare look at the origins of subduc-
tion itself—and point to a future
millions of years from now when
subduction could spread into the
Atlantic. The result might resemble
the Pacific Ocean’s vast chain of sub-
duction zones, which form a “ring
of fire” that fuels roughly 450,000
earthquakes each year and about
68% of all global volcanic eruptions
since 1960.

“Subduction initiation is a big
enigma and a domain of frontier re-
search,” says Taras Gerya, a geologist
at ETH Ziirich who was not involved
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in the study. Most Pacific subduction
zones are mature, so finding new
ones forming is critical, he explains.
“Seeing thousands of chickens doesn’t
help you imagine an egg.”

Tectonically speaking, the Atlantic
is fairly calm. Down its center runs
a jagged midocean ridge that quietly
oozes basalt, forming new crust as
the plates on either side spread apart
at 2.5 centimeters per year. Offshore
Portugal’s relatively featureless ocean
basin has none of the usual calling
cards associated with large, tsunami-
spawning subduction zone earth-
quakes, like deep ocean trenches
and volcanic arcs. When another
earthquake struck off Portugal’s coast
in 1969—a magnitude 7.8 or 7.9 event
that killed 25 people—scientists were
left scratching their heads.

Yet earlier seismic studies had
revealed a puzzling geophysical
anomaly: a curious blob plunging
250 kilometers into the mantle. Ad-
ditionally, the epicenters of the 1969
quake and other recent earthquakes
clustered unusually deep beneath
the Horseshoe Abyssal Plain, an
expanse of deep Atlantic sea floor
southwest of Portugal made of some
of Earth’s oldest, densest oceanic
crust. Whereas most earthquake
epicenters lie within 10 kilometers of
the surface, these quakes originated
below 20 kilometers, suggesting
something unusual was taking place
at that depth.
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To explain these observations,
Duarte and colleagues built a com-
puter simulation of the crust and
mantle in this region, testing a range
of different conditions to explain the
data. In their “best fit” model, a chunk
of the mantle is delaminating from
the crust and sinking into Earth like
a teardrop. This process, researchers
say, could generate enormous stresses
and major earthquakes.

This kind of unpeeling is highly
unusual in oceanic crust. Normally,
oceanic crust and its underlying man-
tle form what Duarte calls a “créme
briilée structure”: a brittle, buoy-
ant crust resting on top of a denser,
rigid mantle layer with a squishier
layer underneath. This arrangement
typically keeps the mantle layer from
sinking. But along the Horseshoe
Abyssal Plain, two tectonic plates
converge at a slight angle, applying
huge amounts of stress to the crust
there. Seismic surveys also reveal
a section where the basalt crust is
missing and seafloor sediments rest
directly on a mantle layer. When
the Atlantic first opened, extreme
stretching—and too little magma—
left the mantle bare.

Duarte and his colleagues believe
this shallow mantle was weakened
when water seeped into its fractures,
triggering chemical reactions that
transformed it into a greenish rock
type called serpentinite. “It’s weak,
it’s slippery, it’s less dense: all that

A devastating magnitude 8.7 earthquake
rocked Lisbon in 1755. New research
suggests sinking of the mantle off Portugal’s
coast was the culprit.

good stuff that would allow the dense
plate underneath to decouple from
the overlying crust,” says Durham
University geologist Mark Allen, who
was not involved in the study.

Researchers now believe the
central block of this patch of mantle
has begun to sink, its passage eased
by two enormous fracture zones
that flank it. As the thin crust peels
away, more mantle is drawn into the
depths. This self-reinforcing process
may reveal how subduction begins
in the first place—a mechanism that
“hasn’t been proposed before,” Gerya
says. He adds that large earthquakes
of the kind that rocked Lisbon in
1755 could be the first “fingerprint” of
delamination in action.

Marc-André Gutscher, a geologist
at the University of Brest, questions
whether it explains the 1755 quake.
For one, he’s skeptical that the study’s
proposed arrangement of undersea
faults could have produced a trans-
atlantic tsunami capable of reaching
the Caribbean Sea, as one did in 1755.
If the fault runs northeast-southwest
as proposed, he explains, any such
wave will spread toward Greenland
and Morocco—but not toward the
Caribbean. “When a fault slips, the
tsunami wave shoots out perpendicu-
lar to its length,” Gutscher says. “It’s
like headlights on your car”

But Gutscher agrees the discovery of
Atlantic delamination has implications
for the future. A small subduction
zone in the western Mediterranean,
known as the Gibraltar Arc, is already
“invading” westward. Delamination
could be the first sign of subduction
extending into the Atlantic’s eastern
margin. Eventually, the ocean could
stop spreading and begin to close. The
Americas would start to converge with
Africa and Europe, setting the stage
for Earth’s next supercontinent.

Although researchers don’t expect
the Atlantic to change course anytime
soon, the seismic hazard remains high.
In Duarte’s native Portugal, he laments,
“there is no culture” of seismic risk;
Lisbon didn’t have a tsunami warning
system until 2017. “For most people,
earthquakes are part of history,” he
says. “This is very dangerous.” []

Evan Howell is a science journalist
in Colorado.
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Archaeologists found hundreds of mammoth skeletons during the 3-year construction of the new Felipe Angeles International Airport north of Mexico City.

BONES BENEATT
THE RUNWAY

How a military megaproject led to Mexico’s biggest paleontological discovery—
and is reshaping what we know about mammoths RrobpriGo PEREZ ORTEGA. in Mexico City
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he story of Mexico’s big-

gest fossil discovery begins

with politics, not science.

During his campaign for the
country’s presidency in 2017, Andrés
Manuel Lopez Obrador pledged to
scrap a half-built new airport in
eastern Mexico City, citing cost over-
runs and corruption over the course
of its construction. Once in office, he
replaced it with an alternative plan:
to build the Felipe Angeles Interna-
tional Airport at a military base in
Santa Lucia, 50 kilometers north of
the capital. In October 2019, the army
began to dig.

Massive bones appeared almost
immediately.

The first mammoth emerged on
5 November. Then another. And
another. Within weeks, the six
archaeologists who had been called
in had swelled to 56, supervising
more than 400 construction work-
ers. Excavators paused whenever
bone fragments surfaced. To meet
construction deadlines, several ex-
cavation areas were opened simul-
taneously across the site. “We were
overwhelmed because every day
we were finding them—every day,
every day, every day,” recalls Rubén
Manzanilla Lopez, an archaeologist
with the country’s National Institute
of Anthropology and History (INAH)
who supervised the salvage excava-
tion, which was supported by the
Mexican military.

By 2022, Manzanilla Lépez and
his team had amassed more than
50,000 Pleistocene bones from just
3700 hectares. Among them are at
least 500 mammoths, 200 camels,
70 horses, 15 giant ground sloths, as
well as the remains of dire wolves,
saber-toothed cats, bison, armadil-
los, birds, freshwater snails—and one
human skeleton. Nicknamed Yotzin
(“unique” in Nahuatl), the man may
have died during a hunt or been
trampled by a mammoth. The scale
of the discovery rivals—and in some
ways surpasses—California’s La Brea
Tar Pits, the most famous ice age fos-
sil site in North America.

It is also bringing a once-obscure
population of tropical mammoths
into the light. In the popular imagi-
nation, mammoths are cold-adapted
furry giants plodding across the
frozen tundra. And indeed, most
mammoth fossils are found in high-
latitude landscapes such as Siberia,
Alaska, or Canada. Yet one species,
the Columbian mammoth (Mammu-
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thus columbi), ranged as far south
as Costa Rica. Little was known
about these peculiar southern popu-
lations and how they relate to their
more numerous northerly relatives.

The Santa Lucia mammoths,
trapped not in tar like the La Brea
fauna, but in the shallows of an
ancient lake, are now filling in
the picture of the species. From
the bones, Mexican scientists have
recovered the first-ever DNA from
tropical mammoths, gleaning new
insights into the beasts’ evolution-
ary history.

“If you had told me 5 years ago
that I would be collecting these sam-
ples, I would have said, ‘You’re crazy,”
says the scientist who led the DNA
analysis, Federico Sanchez Quinto, a
paleogenomicist at the International
Laboratory for Human Genome Re-
search of the National Autonomous
University of Mexico (UNAM).

In a paper published online in
Science this week, Sinchez Quinto
and his team depict the Santa
Lucia mammoths as a previously
unknown lineage that split from
northern Columbian mammoths
hundreds of thousands of years
ago; they also shed light on how
these animals fared before ulti-
mately dying out. The findings
open a new, more complex chapter
in mammoths’ evolutionary story,
says Adrian Lister, a paleobiologist
at the Natural History Museum in
London who was not involved in
the research. “This paper really is an
exciting beginning of something.”

MAMMOTHS HAVE an evolutionary
history as complex as the lands they
once crossed. The massive, tusked
herbivores evolved from ancient
African ancestors about 6 million
years ago and migrated across
Eurasia starting about 3 million
years ago. The woolly mammoth (M.
primigenius), adapted to cold climes,
emerged in Siberia and crossed into
North America. Columbian
mammoths—larger and less hairy—
appeared later in North America and
spread south into Central America.
In 2021, Love Dalén, a paleo-
genomicist at the Centre for
Palaeogenetics in Sweden, and his
colleagues sequenced the genomes
of three mammoths from Siberia
and compared them with previ-
ously sequenced genomes of other
mammoths. They found evidence
that Columbian mammoths were

hybrids. Dalén’s team argued they
emerged when descendants of a
1-million-year-old male steppe mam-
moth (M. trogontherii)—a Siberian
species found in the Krestovka
locality—mated with female woolly
mammoths. This hybridization
event, Dalén and his colleagues
hypothesized, happened at least
once in the early Middle Pleistocene,
about 800,000 to 400,000 years ago.
But the subsequent evolutionary
history of the Columbian mammoths
remained cloudy.

Like all Mexicans, Sanchez Quinto
had heard the news of the mammoth
trove at Santa Lucia. Trained in Eu-
rope, he had just returned to Mexico
to set up a lab. His expertise was
in human paleogenomics, but the
chance to work on mammoths—
especially on ones from such an
unusual setting—was irresistible.

The noisy, dusty excavations were
nothing like the hushed genetics labs
Sanchez Quinto was used to. “It was
an apocalyptic scene,” he recalls. The
combination of multiple open exca-
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Every day we were finding them—

every day, every day, every day.

Rubén Manzanilla Lépez
National Institute of Anthropology and History

vation areas, heavy machinery, and
the sprawling footprint of the airport
meant archaeologists were often
rushing from one find to another. In
many cases, mammoth skulls were
quickly cataloged and stabilized with
wooden structures. Tusks especially,
softened by millennia of exposure to
water and minerals, crumbled easily
because they weren’t fully fossilized.
“We tried to save as much as we
could,” says Joaquin Arroyo Cabrales,
a paleontologist and mammoth
expert with INAH who was leading
a simultaneous research project at
the site. At one point, bones filled a
whole hangar. Researchers also took
samples from soil and from fossils of
small animals—axolotls, frogs, rab-
bits, and even flamingos—to figure
out everything from the chemistry of
the ancient lake to the ecosystem the
mammoths were part of. So far, there
are five ongoing research projects.
One is Sanchez Quinto’s. With
permission from Arroyo Cabrales,
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Stomping
grounds

Different species

of mammoths lived
throughout much

of Eurasia and North
America from

3 million to about
4000 years ago.
Mammoths from cold,
northern latitudes
have yielded most

of the genetic
material analyzed so
far, but Mexican
researchers recovered
mitochondrial DNA
(mtDNA) from a
mammoth population
near what is now
Mexico City.

DNA comparisons
are shedding

light on mammoth
family history.

Approximate number

of high-quality mtDNA samples
recovered from mammoths
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he and his team set up a sterile tent
in a military barracks to drill into

73 massive teeth—each the size of a
shoebox—in hopes of finding ancient
DNA. Although several mammoths
had been found around the Basin

of Mexico since the 20th century,
nobody had extracted enough DNA
from them in good enough condition
to be analyzed.

Recovering DNA from fossils in
the tropics is notoriously difficult:
Heat and humidity break down the
molecules far faster than in the
frozen north. But the inner dentine
of the molars from the Santa Lucia
mammoths had preserved their ge-
netic history. Still, Sanchez Quinto
feared too little nuclear DNA had
survived to be studied, and he
decided to focus on mitochondrial
DNA (mtDNA), inherited only from
the mother. Although mtDNA car-
ries less information than nuclear
DNA, it is simpler, shorter, and far
more abundant.

Sanchez Quinto remembers the
moment he first saw the genetic
results from the Santa Lucia molars.
“My heart skipped a beat,” he says.
“I literally lost my breath.” He and
his team succeeded in sequencing 61

Mammoth species
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@ Steppe
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Columbian mammoths
in North America
descend froma
1-million-year-old steppe

mammoth discovered in
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complete mitochondrial genomes,
more than doubling the global total
for Columbian mammoths.

“It’s impressive from Federico’s
team to get mitochondrial genomes
out of so many mammoths from such
a low latitude and such an old age,”
Dalén says. “It’s a tour de force.”

In the new Science paper, San-
chez Quinto and his colleagues
draw conclusions from the DNA
about the evolution of both the Co-
lumbian mammoths and the popu-
lation that once roamed the Basin
of Mexico. They find the Mexican
mammoths are genetically distant
from Columbian mammoths from
Canada and the United States—the
tropical giants formed an entirely
separate branch even further
removed from woolly mammoths
from North America and Eurasia.

Genetic dating suggests this
lineage diverged from northern
populations between 400,000
and 300,000 years ago and then
persisted in isolation, becoming so
distinctive that Lister asks, “Should
we really be calling it a Colum-
bian mammoth? [Or] give it a new
name—a Mexican mammoth?”

Within the Mexican lineage, the

N8
(J
% Columbian mammoths
° o oL® recently discovered
°e9 o ;‘:. in Mexico are the first

to yield mtDNA.

Equator

from a tropical area

researchers identified three distinct
sublineages, suggesting each expe-
rienced long periods of isolation in
the grassy highlands of the Basin of
Mexico. Volcanic ranges may have
acted as natural enclosures, seques-
tering these groups into genetic
clusters.

Because the Mexican lineage is
substantially different from the ones
in Canada and the U.S., the research-
ers suggest hybridization events be-
tween woolly and steppe mammoths
happened more than once around
the same time, producing multiple
Columbian mammoth lineages that
spread across the continent.

The Mexican mammoths are “not
just a little offshoot” of the larger
northern population, Dalén says.
“Rather, [they] have hundreds of
thousands of years of history in
Mexico. It’s a proud lineage.”

RADIOCARBON DATING of five
samples puts the Santa Lucia
mammoths at between 16,000 and
11,000 years old. At the younger
end of that range, other mammoths
in North America were in serious
decline because of shifting climates,
human hunting pressures, or some
combination thereof. Yet the genetic
data from Santa Lucia suggested
something unusual: Despite having
relatively small population sizes,
the Columbian mammoth popula-
tions here appear to have remained
stable even as their northerly
peers died off. Sinchez
Quinto cautions, however,
that this remains to be
confirmed with evidence
from younger samples.
Environment and
diet may explain that
stability. In 2023,
another group of
Mexican researchers
analyzed carbon
isotopes—which
contain clues to an
animal’s diet—in
mammoth teeth
from Santa Lucia.
They found the
mammoths ate a mix
of shrubs, trees, and
grasses, unlike woolly
mammoths farther north,
which ate mainly grasses.
This dietary flexibility would
have allowed them to cope
with changes in vegetation amid
climate swings.
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Still, their low population num-
bers may have eventually caught up
with them.

Silvia Gonzalez, a geoarchaeologist
at Liverpool John Moores University,
had previously suspected Mexican
mammoths suffered from low genetic
diversity. Nearby, at a site called
Tocuila, she had seen deformed
molars and skeletal anomalies—signs
of inbreeding. “It’s clear that this is a
terminal population,” she says.

Ultimately, the Mexican mam-
moths vanished about 11,000 years
ago, alongside much of North Amer-
ica’s megafauna. Whether climate
change, human hunting, or both
sealed their fate remains uncertain,
Sanchez Quinto says.

THE ROAR OF jet engines now fills
the air where the mammoths once
grazed. Political attention faded and
military funding for research dried
up once the airport was completed
in 2022. But while the army was still
flush with construction money, it
built a paleontological museum at
Santa Lucia, as well as a research
center and a storage facility—both
donated to INAH to study and
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store the fossils. In February 2022,
the Quinametzin Museum opened,
named after the Nahuatl word for
“giant.” In its main hall, a mounted
female mammoth skeleton named
Nochipa (“eternal” in Nahuatl) towers
over visitors. The museum displays a
fraction of the site’s richness: skulls
of different species, and vertebrae
stacked like prehistoric beads. Inter-
active exhibits explain the excava-
tion process and the late Pleistocene
ecosystem of the Basin

of Mexico.

Just a few meters away, INAH
paleontologist Felisa Aguilar Arellano
leads a small team that safekeeps
a huge, climate-controlled storage
facility full of fossils. Packaged bones
or various sizes fill endless racks.
Between them, mammoth skulls—
some with their tusks still attached—
are cradled in yellowish foam and
wrapped in plastic. It’s impossible to
move through the fossil riches. Agui-
lar Arellano says the facility contains
only 40% of the total collection. The
rest is stored elsewhere on the base.

Tens of thousands of bones remain
unstudied. Scientists are now seeking
grants and forging collaborations,

including with researchers at the La Bones found over
Brea Tar Pits, to date key specimens 3 years of

and refine extinction timelines, Agui- excavation near
lar Arellano says. Sanchez Quinto, for Mexico City

overwhelmed
multiple storage

his part, says his team now aims to
isolate the nuclear DNA from several

mammoths, hoping to sharpen their spaces and

picture of the animals’ ancestry. were eventually
Aguilar Arellano hopes the moved to a

collection spurs a shift in Mexico, giant warehouse.

where archaeology has long over-
shadowed paleontology. “I believe
that the paleontological [potential] ...
continues to be neglected,” she says.
Sanchez Quinto is already witnessing
such shift—his project has inspired
graduate students to study mammoth
genetics and Pleistocene ecosystems.
“The knowledge generated here has
a local impact and contributes to
forming new lines of research, and
training tomorrow’s scientists.”

Marfa Avila Arcos, a human popu-
lation geneticist at UNAM who led
the sequencing with Sdnchez Quinto,
takes an even broader view. “For
me, the message that I'm left with is
beyond just the history of mammoths.
By studying these underrepresented
places, it opens up your perspective a
lot about the history of a species.” [J
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The rise of rideable horses

Early horse riders selected a rare mutation in a single gene to enhance rideability

Laurent Frantz'2

Ithough horses have played a transformative role in the

recent evolution of humans, altering communication,

transportation, farming, and warfare, their domestica-

tion occurred unexpectedly late, only around 4500 years

ago—more than 5000 years after the domestication of
pigs, goats, cattle, and sheep. On page 925 of this issue, Liu et al. (1)
report using a combination of ancient DNA analysis and experimen-
tal work with mouse models to provide new evidence of the biologi-
cal changes that transformed
wild horses into rideable
animals, unlocking immense
possibilities for societal and
cultural change.

That horses were domesti-
cated so late does not mean
that people did not recog-
nize the potential offered by
horselike species (equids)
much earlier. Domestic don-
keys were already an integral
part of societies in Africa (in-
cluding Egypt) and the Mid-
dle East, serving as beasts of
burden for more than 2000
years before the widespread
domestication of the horse
(2). In Mesopotamia, the lack
of horses led elites to breed
kungas—a hybrid of a domes-
tic donkey and a wild Syrian
ass (Equus hemionus hemippus, or hemippe) (3)—around 4500
years ago. Although these animals potentially offered advantages
over donkeys for warfare, they were likely less controllable, and
breeding required the constant capture of wild hemippes, which
restricted their use to elites.

Liu et al. report that the wild ancestor of modern horses, which
lived in the Eurasian Steppe (the region spanning from Eastern
Europe to Mongolia), had a key advantage for domestication not
present in other wild equids: A few individuals had key mutations
that made them more docile and—perhaps more notably—altered
their morphology and endurance to make them more rideable. The
study shows that mice genetically modified to carry a variant of the
GSDMC gene (which encodes the protein gasdermin C) found in
these steppe horses displayed altered spinal anatomy, superior mo-

—
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Mounted archers could shoot while riding horses. This came to define warfare throughout
Central Asia, as depicted in this tablet from 13th-century Mongolia, China.

tor coordination, and enhanced forelimb strength—traits likely to
make horses better suited for riding. Gasdermin C is a pore-forming
protein that plays roles in multicellular organism development and
immune responses.

Although the mutations identified by Liu et al. were already
present in the wild ancestor of modern horses centuries before
rideable horses spread across the world, their potential remained
untapped for generations. This was possibly because the earliest
horse herders from Central
Asia (present-day Kazakh-
stan) around 5500 years ago
used horses primarily for
meat and milk (4), unlike the
societies of Bronze Age Meso-
potamia that sought animals
for transport and warfare.
The rise of the rideable horse
required two elements: the
presence of rare mutations
that conferred suitability for
riding, including a key vari-
ant in the GSDMC gene caus-
ing structural back changes
and increased endurance,
and the emergence of a hu-
man community that desired
horses for warfare and trans-
port. The right conditions for
the rise of the rideable horse
materialized ~3500 years ago
in the Eurasian Steppe, north of the Caspian Sea in the lower Volga-
Don (present-day Russia) (5).

Liu et al. demonstrate that once people actively pursued rid-
ing, the process accelerated markedly. The specific GSDMC variant
linked to rideability surged from a 1% frequency to almost 100% in
the horse population within just a few hundred years as a result of
selective breeding (also known as artificial selection). By tracking
the increase in frequency of the GSDMC variant over time using
ancient genomes from early domestic horses, Liu et al. estimated its
selection coefficient at around 20%. This indicates that horses with
this mutation had a notable 20% increase in reproductive success
compared with other horses that did not have the mutation. This
selection pressure is almost unprecedented in evolution because re-
productive success is rarely so heavily influenced by a single trait.
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For instance, one of the most strongly selected genetic variations
in human evolutionary history, a mutation enabling lactase persis-
tence that allows adults to digest milk, has a selection coefficient of
only 2 to 6% (6). This is despite the large survival advantage that it
offered to human populations once milk consumption became wide-
spread after the domestication of cattle, sheep, and goats.

Horses with the GSDMC mutation were spread rapidly to Bronze
Age communities across Eurasia from the domestication center
north of the Caspian Sea, reaching the farthest corner of Eurasia by
~3000 years ago (5). Early iconographic evidence indicates that rid-
ing, rather than use in chariots, was the primary reason that people
first adopted horses across Eurasia (5). The advantage conferred by
this mutation was so profound that, aside from donkeys, these new
horses replaced nearly all other forms of managed equids in these
regions (7).

As the confluence of events necessary for domesticating horses
begins to be untangled, it is possible to speculate how, with a little
less luck, the history of humans might have been radically differ-
ent. Mutations transmitted to the next generation are inherently
rare events. They happen in germline cells (sperm or eggs), stem-
ming from mistakes made by enzymes (DNA polymerase) during
DNA copying or from the failure of other enzymes to repair envi-
ronmentally induced DNA damage. For example, data from genome
sequencing of mother-father-offspring trios suggest that humans
transmit only ~150 mutations to children each generation, despite
the genome containing almost 3 billion nucleotides (8).

Furthermore, such rare mutations are often lost to genetic drift
before selection can really put them to the test. If an individual
carrying the mutation dies without passing it on, the variant is lost
forever. This GSDMC gene mutation, therefore, had to occur in the
germ line and persist within horse populations for hundreds or per-
haps thousands of years before it encountered humans who actively
desired horses for riding. The selection applied by these herders
had to be strong enough to ensure that the mutation did not dis-
appear by chance. This type of intense artificial selection requires
sophisticated logistics (such as corrals) and a system to evaluate
the breeding value of individual horses, which represents the ex-
pected performance of their offspring. Such sophisticated breeding
schemes were previously thought to be a much later development,
emerging only in the 19th century.

Although the precise circumstances and the cultural identity of
the people responsible for this early, intensive breeding remain a
mystery, they must have had the necessary ingenuity, technology,
and foresight. Future archaeological work in the region north of
the Caspian Sea will help identify which culture was likely respon-
sible for this achievement and provide a better understanding of
the circumstances of horse domestication. What is certain is that
these first riders Kkick-started a revolution that changed the world,
demonstrating how the immense currents of history can turn on the
smallest of biological changes. [
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Mapping the anatomy
of placebo analgesia

The identification of somatotopy
in brainstem pain modulatory pathways
could help treat chronic pain

Massieh Moayedi23 and Lauren Y. Atlas*56

lacebo analgesia refers to the reduction of pain in

response to an inert treatment and is produced

through psychosocial factors, including learning,

verbal instruction, and social context. Placebo an-

algesia has been extensively studied to understand
the processes that modulate pain in humans (7, 2), and neu-
ral circuits involved in placebo-related learning have recently
been identified in preclinical models (3). A key unanswered
question is whether placebo analgesia follows a somatotopic
organization—that is, can placebo analgesia target specific
spinal segments, or does it engage widespread pain control
regardless of location? On page 893 of this issue, Crawford
et al. (4) report that key brainstem regions involved in pain
modulation have somatotopic organization. The findings
could inform the selection of targets for brain stimulation to
treat intractable chronic pain.

The perception of pain can be modulated by psycho-
logical factors, including attention and expectation (5).
This psychological modulation can engage the body’s
pain modulatory mechanisms, including the release of
endogenous opioids from brainstem neurons that can
block nociceptive signals coming from the periphery (6).
The discovery of neural pathways that project from the
brainstem to the dorsal horn of the spinal cord—where
touch, pain, and temperature signals from the body are
transmitted to the brain—provided a structural substrate
for this descending modulation. Specifically, projections
from the periaqueductal gray (PAG) to the dorsal horn via
the rostral ventromedial medulla (RVM) can either am-
plify or reduce the transmission of nociceptive informa-
tion to the brain (7). The PAG receives top-down inputs
from diverse cortical and subcortical brain regions as well
as ascending, somatotopically organized inputs from the
spinal cord and the trigeminal system, which carries noci-
ceptive and thermal information from the face.

Consistent with descending modulation, -electrical
stimulation of the PAG leads to analgesia in rodents and
humans (7), which is dependent on the release of endog-
enous opioids in the RVM (7). The RVM has dense recipro-
cal connections with the PAG, receives input from other
brain regions involved in nociception and pain modula-
tion, and is considered the final common relay in descend-
ing pain modulatory circuits. Descending modulation has
been linked to placebo analgesia in humans; brain imaging
studies indicate that placebo administration can modulate
nociceptive activation in the spinal cord (8), and placebo-
related increases in PAG and RVM activation are abolished
by the opioid receptor antagonist naloxone (9). The PAG
comprises four bilateral columns: the lateral, ventrolateral,
dorsolateral, and dorsal. Spinal inputs encoding cutaneous
pain project to the caudal lateral PAG, whereas trigemi-
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nal inputs reach the rostral lateral PAG (10). However, whether so-
matotopy is preserved in PAG-mediated descending modulation is
less clear. In other words, can PAG-driven analgesia target specific
body regions, or is there systemic release of neuropeptides (i.e., en-
dogenous opioids) that reduces pain throughout the body? Notably,
different pain modulatory paradigms mediated by the PAG-RVM cir-
cuit can have analgesic effects in distant body regions, which suggests
that there are generalized analgesic effects.

Crawford et al. used ultrahigh-field functional magnetic reso-
nance imaging (fMRI) to detect changes in neural activity in sub-
regions of the PAG and RVM during placebo analgesia in humans.
They used a common placebo paradigm that induces expectations
for pain relief in response to an inert cream. During a test phase,
heat was applied to the placebo-treated skin site and to a site with
a control cream, and differences in pain
between the two sites provided a measure

modulatory effect. However, there was large variability in placebo
effects across individuals, and thus the study was likely underpow-
ered to examine specificity of placebo effects. Future studies should
combine high-resolution imaging with tests of site-specific versus
systemic placebo analgesia. It will also be important to investi-
gate whether and how PAG-mediated pain modulation can “select”
whether to be generalized or site specific, given that previous stud-
ies indicate that placebo effects can transfer across not only bodily
sites but across modalities, such as between aversive sound and
negative emotion (13).

The findings of Crawford et al. have implications for brain stimu-
lation-based pain management paradigms. Deep brain stimula-
tion (DBS) is a neurosurgical technique where fine electrodes are
placed in brain structures to treat neurological diseases. In cases

of intractable chronic pain—where all other
treatments have failed—there are several

(]
of the placebo effect. The authors applied Descendlng potential brain targets for DBS, including
this paradigm to the foot, the arm, and/or . the PAG. The analgesic effects of PAG stim-
the face and imaged the brain during the mOdlIlatlon has been ulation vary substantially among individu-

placebo test phase. They observed reduced
activation in the lateral PAG in individuals
who reported less pain with placebo (pla-
cebo responders) and found that these PAG

linked to placebo
analgesia in humans...

als (14), and most studies have targeted the
ventrolateral PAG. Given that target preci-
sion is considered paramount in the suc-
cess of DBS, future studies of the utility of

changes correlated with the magnitude of

placebo analgesia. These effects were ana-

tomically distinct, such that placebo effects on the face reduced
activity in more rostral parts of the lateral PAG, whereas placebo
effects on the arm and leg were associated with reduced activation
in the caudal parts of the lateral PAG.

By contrast, previous, less anatomically precise studies reported
that placebo is associated with increases in PAG activation and con-
nectivity (9). This could suggest that the findings of Crawford et al.
in the lateral PAG reflect the somatotopically organized ascending
inputs to the PAG rather than descending modulation. If placebo
administration reduces pain through systemic descending modula-
tion that is not somatotopically targeted, an overall reduction of
ascending nociceptive input would be expected. Therefore, somato-
topic reductions in PAG activation could result from the attenuation
of somatotopic ascending input. However, the authors observed so-
matotopically organized increases in activity in the RVM associated
with placebo analgesia. Given the key role of the RVM in descend-
ing modulation, these placebo-induced increases provide stronger
support for somatotopically organized placebo analgesia than the
findings in the PAG. In most prior studies of placebo analgesia the
lateral PAG could not be clearly distinguished from the ventrolateral
PAG, which is linked to opioid-induced analgesia and nocifensive
behaviors. Although Crawford et al. had the resolution to resolve
these nuclei, the location of placebo-related changes in activity was
inconsistent across analyses. Understanding the link between the
two regions will be important, as a recent study reported a role for
opioid-releasing neurons in the ventrolateral PAG in a rodent model
of placebo analgesia (3).

Although site specificity of placebo analgesia was originally
thought to be an argument against global mechanisms, such as
reductions in anxiety or descending modulation triggered by sys-
temic opioid release (1I), one study showed that opioid antagonists
can have site-specific effects (12), which suggests that opioid-medi-
ated placebo analgesia can be targeted rather than systemic. Such
anatomical specificity could result from the somatotopy observed
by Crawford et al. The authors manipulated whether individuals
were tested on a single anatomical location or multiple locations,
which provides an opportunity to formally test site-specific versus
systemic effects. Participants who reported a placebo effect on the
face also reported reductions in pain when a treatment (either pla-
cebo or control) was applied to the arm, which suggests a systemic
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this approach for the treatment of chronic

pain must identify the somatotopic repre-
sentation of the targeted body region and ideally differentiate be-
tween ascending and descending inputs. However, before this can
occur, whether the PAG and RVM somatotopic maps identified by
Crawford et al. are maintained in chronic pain states needs to be
determined. Evidence from animal studies suggests that the PAG-
RVM-mediated descending modulation shifts from inhibition to
pain facilitation in chronic pain states (15). Therefore, individual-
ized mapping of PAG and/or RVM somatotopy may be required for
optimal targeting of DBS. [J
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TEXTILE ENGINEERING

Sustainable personal cooling in a warming world

Advanced textiles and intelligent wearable devices can provide cooling under extreme heat

Dahua Shou and Ziqi Li

etween 2000 and 2019, heat-related causes claimed more

than 480,000 lives annually worldwide (). On average, air

conditioning systems account for 12.3% of total greenhouse

gas emissions in the United States (2), contributing to a

feedback loop that amplifies global warming: Cooling tech-
nologies increase global temperatures, which in turn leads to greater
demand for cooling. Growing global heat waves are pushing conven-
tional clothing to its limits, fueling the demand for personal cooling
solutions. Sustainable cooling wearables, such as breathable textiles
that are derived from recycled plastic bottles (3) and solar-powered ac-
tive cooling gears (4), have been developed to meet the emerging need.
These technologies can provide protections against extreme heat while
reducing reliance on air conditioning, which often consumes consider-
able energy.

Cooling is achieved with four primary mechanisms: radiation, con-
duction, convection, and evaporation. Natural personal cooling pro-
cesses, such as sweating, rely on evaporative mechanisms. For example,
as water evaporates from the skin, it takes heat away from the body and
lowers the body temperature. By contrast, engineered materials ma-
nipulate radiation, conduction, and convection to control temperature.

Spectrum-selective materials regulate transmission, reflection, and
absorption of electromagnetic radiation, such as light and heat, at
specific wavelengths. These textiles can block radiative heat from the
external environment while dissipating the body heat effectively. For
example, a nanoporous polyethylene textile that is transparent to mid-
infrared radiation emitted by the human body (7 to 14 um) effectively
cools artificial skin by 2.0°C more as compared with cotton (2). A mul-
tilayered metafabric, which is an engineered textile for regulating spec-
tral properties, can scatter and reflect solar radiation across a broad
spectrum that spans from ultraviolet to near-infrared wavelengths (0.3
to 2.5 um) by using randomly dispersed particles with optimized size
and refractive index (5). These textiles radiate heat within the atmo-
spheric transparent window—a range of wavelength (8 to 13 um) that
can escape the atmosphere—to the cold outer space, which acts as a
giant heat sink. However, they can absorb urban heat across a broad

spectrum (2.5 to 20 um), which is emitted from the ground and nearby
buildings. A hierarchical fabric has been developed to emit mid-infra-
red radiation from the body while selectively minimizing urban heat
absorption (6). Although these advances are promising, radiative cool-
ing is limited by environmental factors such as moisture and pollution,
which can disrupt radiation pathways and retain heat. Furthermore,
radiant heat transfer, which is governed by the Stefan-Boltzmann Law,
increases exponentially with temperature. Thus, radiative cooling re-
quires a sufficient temperature difference between the body and the en-
vironment, which is often limited in indoor settings. Integrating other
mechanisms such as convection and evaporation could enhance the
cooling performance in practical conditions.

Conduction transfers heat through atomic vibrations, molecular col-
lisions, or electron transport. Consequently, it governs how textiles are
perceived as cool or warm upon contact with skin, depending on the
heat capacity (the energy required to raise temperature to a specific
amount) and thermal conductivity of the textile. Fillers that have high
thermal conductivity such as boron nitride particles are often added to
textiles to enhance conductive cooling (7). By contrast, exceptional ther-
mal insulators (such as still air) could be used to minimize heat transfer
from extremely hot environments (8). Knittable aerogel-encapsulated
fibers, which are inspired by hollow polar bear hair, have demonstrated
superior thermal insulation with a high fraction of embedded air (9).

Convection, which is driven by air or fluid flow, dissipates body heat
through ventilation. Porous, breathable fabrics with strategically placed
flaps, made from moisture-responsive fibers that adapt to humidity
changes, improve thermoregulation by promoting warm air escape and
cool air intake (10). Convection can also enhance the evaporative cooling
mechanism by promoting efficient evaporation of sweat on the skin. Op-
timizing wettability, fiber shape, and pore size of the fabric can direct ex-
cess sweat away from the skin, improve evaporation, and prevent sweat
accumulation for improved breathability and cooling performance (171).

Integrating advanced textiles and intelligent wearable technologies
could bring controllable cooling systems that dynamically adapt to
changing environments. Although commercial products such as fan-

Wear smart, stay cool
Traditional wearables struggle to release heat and moisture efficiently. These fabrics quickly become drenched in sweat under extreme heat.
Integrating advanced textiles with hierarchical structures and smart wearable devices could provide sustainable cooling of the body.
These engineered materials can self-regulate heat and discharge sweat by dynamically responding to the changes in atmospheric temperature and humidity.
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equipped clothing and liquid-cooling vests, optionally with pocketed
phase change materials, have demonstrated rapid cooling capabilities.
However, they are often constrained by excessive weight and energy
consumption. Alternatively, a lightweight wearable variable-emittance
device with adjustable emissivity and a kirigami-enabled design (three-
dimensional structure from cutting and folding of a flat material) dy-
namically regulates heat transfer, expanding the thermal comfort zone
(conditions of temperature, humidity, and air circulation in which the
body feels comfortable) by 4.9°C (12). Furthermore, wearable flexible
organic photovoltaic modules have been paired with bidirectional
electrocaloric devices that heat or cool by applying or removing an
electric field to achieve thermoregulating clothes with an extended
thermal comfort zone (12.5° to 37.6°C) (4). Despite these advance-
ments, many wearable devices still face inherent limitations such as
lack of flexibility, short battery life, and wiring complexity.

Conventional personal cooling technologies perform well under
static conditions but often encounter challenges in dynamic environ-
ments. Developing responsive textiles and adaptive wearable devices
is key to addressing this issue. The ability to autonomously regulate
fiber diameter and shape, porosity, thickness, and thermal proper-
ties (such as conductivity, emissivity, and reflectivity) in response to
temperature and humidity changes or through external stimuli such
as electrical field is highly desired (see the figure). These functional-
ities could bring new cooling strategies such as mode-selective ther-
moregulation that modulates the predominant cooling mechanisms
under specific temperature and humidity ranges. For example, evapo-
rative cooling is more efficient in low-humidity and high-temperature
environments, whereas convective cooling is more favorable under
high-humidity conditions. Additionally, the concept of diode-like
heat transfer—heat can exit but cannot enter—could bring efficient
directed thermoregulation in harsh environments with extreme
temperatures.

Artificial intelligence can predict personal cooling needs by ana-
lyzing real-time physiological and psychological data from wearable
sensors that monitor body temperature, sweat, heart rate, humidity,
and stress level. These intelligent systems can activate personalized
cooling proactively while preventing overcooling by responding only
to detected discomfort. In addition, integrating textile-based sensors,
fiber-based coolers, and wearable flexible energy storage systems
enables active cooling by harvesting energy from the body and the
surrounding environment; converting mechanical, thermal, or mois-
ture energy into electricity through use of triboelectric, piezoelectric,
thermoelectric, and moisture-electric generators; as well as poten-
tially using nutrients from sweat and blood. For example, a smart
fabric embedded with nanoparticles exhibits high solar radiation
reflectance and infrared emissivity, effectively enabling thermoelec-
tric generation for self-sustainable cooling (13). Artificial intelligence,
such as machine learning, can also be used to design all-weather cool-
ing technologies by optimizing the four key cooling mechanisms. This
approach leverages multiobjective optimization to systematically ex-
plore parameters such as fabric thickness, structural architecture, fi-
ber diameter, porosity, and material composition while dynamically
adapting to environmental variations and human activities to achieve
customized cooling performance.

Human-centered design is essential to balance performance,
durability, and wearability. Poor textile design can cause excessive
sweating, which compromises heat transfer efficiency by lowering
near-infrared reflectivity and increasing heat absorption. Sweat-
drenched clothing not only becomes heavy but also turns trans-
parent to visible light, undermining its ability to block sunlight.
Further, trapped moisture decreases fabric permeability, impairing
convective and evaporative cooling. To overcome these challenges,
skin-mimicking fabrics that can transfer sweat as liquid droplets
in a specific direction could remove sweat more efficiently than
evaporative drying (1I). Another emerging technology is a washable
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wearable electroosmotic system, which actively drives sweat across
a fabric by applying a low voltage. Such an approach can main-
tain the skin dry and breathable even under intense perspiration
(14). Hierarchical nano- and microstructured fabrics have an opti-
mized surface area that improves moisture-wicking and radiative
heat management through increasing radiation emissivity and solar
reflectivity (15). These advanced textiles and intelligent wearables
hold great potential to enhance cooling efficiency while reducing
excessive perspiration and energy expenditure.

Next-generation cooling technologies should prioritize sustain-
ability. Textile production contributes 5 to 10% of global greenhouse
gas emissions (3), with 57% of discarded clothing ending up in land-
fills and 25% of them being incinerated. Using a single type of mate-
rial, instead of blending different fibers, could improve recyclability.
Many cooling technologies also rely on surface coating and chemical
treatments, which may pose environmental risks. Alternatively, natu-
ral fibers such as silk and wool with inherent hierarchical microstruc-
tures could be optimized for solar reflection and evaporative cooling.
Future efforts should focus on sustainable yet cost-effective methods
that are compatible with existing systems to enable rapid adoption.

However, certain challenges need to be addressed to enable
widespread adoption of robust, sustainable personal cooling tech-
nologies. Integrating different cooling mechanisms and approaches
across disciplines such as textile engineering, artificial intelligence,
thermodynamics, flexible electronics, and materials science remain
to be improved. Standardized metrics including cooling power, co-
efficient of performance (efficiency of cooling relative to energy
used), acceptance of end users, and user-specific indicators (such as
thermal sensation, body temperature, and metabolic rate) must be
widely established.

Personal cooling technologies not only transform daily life but
also address critical needs in extreme environments. For example,
construction workers, agricultural laborers, and firefighters are con-
stantly exposed to intense heat, for which efficient cooling solutions
are essential to prevent heat stroke and maintain safety and pro-
ductivity. Likewise, outdoor enthusiasts benefit from smart wearable
devices such as chest straps or active cooling vests equipped with bio-
sensors and adaptive thermoregulation technologies to intelligently
regulate body temperature. Sustainable personal cooling systems
provide more than just comfort; they enhance the health and perfor-
mance of humans under a rapidly changing climate. [
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Vegetation on meandering rivers alters the direction of sedimentation on the inner banks of river bends, causing them to expand outward.

GEOLOGY

Vegetation steers a river’s path

Evolution of plants could have modified ancient river trajectories

Jim Pizzuto

egetation in river valleys slows floodplain erosion rates (1),

reduces river channel widths (2), and drives a transition

from braided, multichannel rivers to single-channel, me-

andering rivers (3). These changes also control carbon se-

questration and other biogeochemical processes along river
channels (4). On page 915 of this issue, Hasson et al. (5) report a new
way in which floodplain vegetation—the plant life found in flat land ad-
jacent to a river—controls river dynamics. Meandering rivers in flood-
plains without vegetation tend to migrate downstream (parallel to the
overall river flow direction), whereas meandering rivers with vegetated
floodplains are likely to expand outward (across river valleys). The find-
ings resolve conflicting interpretations of early Paleozoic (>419 million
years ago) river deposits, which were formed before the evolution of
land plants, and challenge current understanding of river meandering
on Earth and other planetary bodies.

As a river flows, sand and gravel on the streambed are carried
downstream. These sediments, which are collected in bars (elevated
areas of sediment) and other deposits, move around and create fea-
tures that record the directions of a river’s flow. River deposits trans-
form into sedimentary rocks that serve as preserved indicators of
flow direction and character of ancient rivers. Braided, multichannel
rivers tend to flow straight down their valleys. By contrast, wind-
ing, single-channel meandering rivers have variable flow directions
that reflect their sinuous courses (see the photo). Analyses of ancient
rocks have demonstrated that Paleozoic rivers without vegetated
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floodplains primarily ran straight downstream (6). These studies,
coupled with observations of vegetation inhibiting the formation of
multichanneled braided rivers (3), have led to a proposal that single-
channel meandering rivers only became widespread on Earth after
land plants developed in the Paleozoic Era.

This interpretation has been challenged by the discovery of well-
developed meanders (or bends) in unvegetated arid regions on Earth,
and the presence of unvegetated meandering channels on Mars and
Titan. If vegetation is not a prerequisite for river meandering, mean-
dering channels should have existed throughout Earth’s history. How,
then, can the uniform downstream flow directions of pre-Paleozoic
rivers be explained?

Hasson et al. analyzed satellite images to document the migration
directions of modern vegetated and unvegetated meandering rivers,
which are not primarily influenced by climate, the variable erosion
resistance of floodplain deposits, or the total amount of sediment
carried by rivers. The authors hypothesized that vegetation modifies
key river migration processes. Meanders migrate by eroding the outer
banks and depositing sediments on inner banks that form point bars.
When these two processes balance each other, meanders maintain
a constant width as they migrate. Sediment accumulation on point
bars (point bar accretion) is accelerated when near-bed river cur-
rents are deflected toward the inner bank, rather than following the
downstream direction. Hasson et al. suggest that vegetation modifies
the direction of point bar accretion, which causes river bends to mi-
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grate across valley rather than downstream. Vegetation also stabilizes
channels as a river migrates, inhibiting bend abandonment by avul-
sion (an abrupt jump of a river to a new location) (7) or bend cutoff
(a sudden straightening of a bend by erosion). The authors further
argue that preserved indicators of near-bed flow toward point bars,
which is a diagnostic feature of meandering river deposits, has been
overlooked in past studies. This resulted in overestimating the preva-
lence of braided rivers with straight paths on ancient Earth.

Although the hypotheses of Hasson et al. require additional testing,
they can inspire further study to clarify the underlying mechanism of
meander migration, which has been a topic of active debate among
geomorphologists for decades. Some argue that meander migration
first requires erosion of the outer bank, followed by point bar depo-
sition (8). This so-called “bank pull” hypothesis is often countered
by the “bar push” hypothesis in which point bar deposition causes
erosion by “pushing” the river flow towards the outer bank (9). Oth-
ers suggest that both mechanisms work jointly, with neither bank
erosion nor point bar deposition in preeminent control of meander
migration (10). However, if vegetation plays a central role in control-
ling the direction of point bar advance, then the bar push mechanism
must be predominant.

The study of Hasson et al. also challenges existing mathematical
theories of river meandering (11). These theories offer physics-based
explanations that underlie the occurrence, characteristic forms, and
temporal development of meanders by combining principles from
geomorphology and fluid mechanics. Although some progress has
been made (72), most models do not explicitly represent inner bank
deposition processes. Thus, existing theories cannot explain the
observations of Hasson et al. Incorporating inner bank deposition
processes and vegetation into the mathematical models will require
collaborations between ecologists, botanists, and theoreticians.

Improved understanding of vegetated and unvegetated meandering
rivers should catalyze scientific advancement. For example, it could re-
veal river dynamics and biogeochemical cycling during the early his-
tory of Earth and of understudied rivers of arid regions. Beyond Earth,
reconstructions of meandering water flows on Mars (13) and meander-
ing methane flows on Titan (74) may be inferred. The growing field of
river restoration and ecological engineering could also benefit because
restoring rivers often involves planting vegetation around artificially
constructed river meanders (I5). The detailed interactions between
river meanders and vegetation could help improve restoration designs
to create self-sustaining environments with improved water quality and
a flourishing animal and plant life surrounding a river. []
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Penetrance and variant
consequences—Iwo
sides of the same coin?

To get more out of genome sequences, the
effects of variants need to be quantified

Harper Raiken and Amelie Stein

ver the past few decades, sequencing a human
genome has gone from a moonshot project to
standard clinical practice, revealing thousands
of variants in each individual. A crucial ques-
tion in linking genome sequences to health
outcomes is, which gene variants affect the risk of getting
a particular disease, and if so, how many of the carriers
go on to develop the disease? For example, a patient that
carries a particular variant may benefit from more fre-
quent screening for diabetes and breast cancer. In many
such cases, early detection of disease onset can greatly
improve overall outcomes for the patient. On page 894
of this issue, Forrest et al. (I) describe the integration of
large-scale phenotype data, genetic sequence data, and
artificial intelligence for approximating disease risk us-
ing machine-learning methods. This framework provides
precedent for the synthesis of clinical and genetic data for
personalized treatment over a variety of diseases.

A particularly useful metric for determining disease
risk on a genetic level is penetrance. Penetrance repre-
sents the proportion of individuals carrying a particular
variant who also show clinical signs of a particular disor-
der, typically expressed as a percentage (2). For example,
many variants of the breast cancer gene 1 (BRCAI) gene
are highly correlated with breast cancer incidence. Stud-
ies have illustrated that variant carriers on average have a
57% risk of developing the disease (3). Penetrance for in-
dividual variants is difficult to accurately assess because
of small numbers of known carriers. It has tradition-
ally been assigned depending on observed disease cases
versus known cases in family clusters, which is likely to
overestimate penetrance. More recently, large genome
sequencing studies have enabled population-based pen-
etrance estimates, which may underestimate owing to
study recruitment biases (4). More accurate penetrance
estimates are useful to clinicians to support the use of
more frequent screenings (such as mammograms) and/or
preventive treatments such as prophylactic surgery.

Forrest et al. created machine-learning models for
10 selected diseases that incorporate patient electronic
health records to estimate disease risk scores on the basis
of patient data from more than 1 million individuals and
then compared these scores for carriers of different vari-
ants. Machine-learning penetrance aims to be a holistic
single metric that integrates a variety of clinical factors
that contribute to disease risk, captured in a value be-
tween 0 and 1. The authors purport that for a given indi-
vidual, the relevant disease model can provide improved
risk assessment that is based on their patient data to in-
form additional screening measures. They also suggest
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that on a broader population scale, electronic health records can be
combined with genetic sequencing data to detect variants with high
risk of disease incidence.

For each of the 10 diseases, a gradient-boosted, tree-based ma-
chine-learning model was trained on curated cases and controls
with both clinical and genetic data. Specifically, each model was
trained and internally validated on clinical data from the Mount
Sinai Health System then tested on data from BioMe, a biobank
at Mount Sinai focused on cultivating patient diversity. The BioMe
data was used to both generate disease
scores and assess penetrance per variant.

sated by increased expression. Likewise, lack of patient data could
lead to misassessment of machine-learning penetrance, in particu-
lar because many of the variants in question are extremely rare.
Forrest et al. report that machine-learning penetrance agrees
particularly well with prior data that show high penetrance, which
may relate to high-penetrance variants being less dependent on
other factors, especially those not captured by the model. A simi-
lar observation has been made for protein variant consequences, in
which accuracy for prediction of pathogenic and benign variants of-
ten is substantially higher than for datasets
that systematically profile all single-point

Analysis of the weight assigned to the 40- ACClll‘ate penetl'ance variants in a protein. This is likely due to
plus different features revealed that some i clinically classified pathogenic and benign
models balance multiple features well, . assessment IS. variants being among the most clear-cut
whereas others are dominated by single lmportant for patlent cases (6). S

aspects such as age. Thus, careful consid- R o Both accuracy and mechanistic insight
eration of the individual model may help Stl'atlﬁcatl()n and may benefit from combining the top-down
to assess how much additional insight it ) o h and bottom-up approaches. Recent years
can be expected to contribute. Machine- tO Optlmlze t euse have seen the integration of systematic

learning penetrance assessment was car-
ried out for around 1600 variants in 31

of screening resources.

protein variant screening data into clinical
variant assessment (10). The least under-

genes, with established associations to

the 10 selected diseases. Scores tended to

agree with available data from conventional penetrance assessment
but were less bimodally distributed, a challenge with conventional
penetrance for rare variants that this more quantitative approach
alleviates. Further, machine-learning penetrance scores also show
reasonable agreement with experimental variant consequence data
where available.

Accurate penetrance assessment is important for patient strati-
fication and to optimize the use of screening resources. Approach-
ing the problem “top down,” from observed phenotypes and clinical
markers, offers a good chance of integrating all relevant factors,
known and unknown. Conversely, for understanding the mecha-
nistic underpinnings of how a given variant causes disease—and
avenues toward treatment—starting “bottom up” from the individ-
ual components may be more promising (5). In the field of protein
variant classification, a combination of oligonucleotide synthesis
and sequencing techniques have enabled systematic screens of all
possible single variants for dozens of proteins. A plethora of vari-
ant consequence predictors has been developed, partly fueled by
the machine-learning revolution, building on large language mod-
els trained to capture evolutionary tolerance (essentially capturing
which amino acids are tolerated at which positions), some further
boosted by integration of high-resolution protein structures (6).
One of the main findings across proteins has been that loss of cel-
lular stability is a common molecular cause of observed loss of func-
tion and may account for about half of the pathogenic variants (7,
8). For example, this is the underlying cause for several pathogenic
variants in the cystic fibrosis transmembrane receptor, for which
stabilizing molecules have been developed that largely alleviate the
disease phenotype (9).

Conceptually, both variant consequences and penetrance aim
to capture the chances of a variant having detrimental outcomes
but start from opposite ends of the scale: one based on models of
biomolecules, the other based on observations of whole organisms.
Both aim to quantify and go beyond the traditional binary distinc-
tion of variants as pathogenic or benign. As the comparison by For-
rest et al. of machine-learning penetrance and AlphaMissense (an
artificial intelligence model that incorporates protein structure to
predict the pathogenicity of genetic variants that change a single
amino acid) scores illustrates, the correlation for 31 proteins exam-
ined is only moderate. This could be due to, for example, predicted
effects from the buffering of the molecular level by regulatory lay-
ers. Thus, slightly lower activity of an enzyme might be compen-
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stood—and also currently least data-rich—

layers are those in the middle, cells and
tissues, where emergent properties arise from interactions between
biomolecules, potentially affected by variants in unexpected ways
(11-13). Pharmacogenomics approaches may offer further insights
into treatment options by mapping drug efficacy for different
variants.

On the other end of the scale from molecules to humans, another
potential challenge pertains to the diversity of the patient dataset,
which as Forrest et al. note is limited in its breadth of various mi-
nority demographics—in particular, Asian and Hispanic individu-
als (6.4 and 2.1% of the training data, respectively). This can result
in health care inequality for underrepresented individuals because
they may experience misinformed care when benign mutations are
incorrectly predicted to cause disease. Genome-wide association
studies are faced with the same issue, and differences in variant
impact between ethnic groups have been illustrated for people of
African descent in America and native populations (14, 15). Ideally,
this weakness will be overcome in time with the active, continual
incorporation of more diverse training data from underrepresented
demographics to ensure that accurate disease risk assessment will
be equally helpful to all groups of people. []
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HIGHER EDUCATION

Academic leadership
in uncertain times

Aformer college president offers advice for administrators
navigating unprecedented challenges Ssusan Elrod

I PERLL

PR r.:'_ut_ISE'

, PERIL AND PROMISE | Higher education leaders in
| the United States are currently confronting some
of the most difficult situations they have faced
in decades, from dealing with revenue shortfalls
because of declining enrollment to figuring out
how to respond to the Trump administration’s
litany of demands. Leadership turnover is at an
all-time high, and the tenures of executive lead-
ers continue to shrink as administrators face dif-
ficult choices and no-win situations.

In her new book, Peril and Promise: College Lead-
ership in Turbulent Times, Beverly Daniel Tatum—author of the seminal
text Why Are All the Black Kids Sitting Together in the Cafeteria? (1)—
offers a modern treatise on the current state of university leadership.
Drawing on 45 years of scholarship and her experience as a professor,
dean, acting college president, and college president, she chronicles the
trials and triumphs of university leaders in the postpandemic era. Al-
though the book was completed just as Donald Trump took office for
the second time and therefore does not speak to the new challenges ad-
ministrators have faced since that time, it covers in detail many of the
issues that have drawn the president’s ire, including diversity, equity, and
inclusion (DEI) policies, campus protests, and free speech.

Tatum opens with an overview of her own leadership motivations
and journey, describing her ascent from professor to administrator.
Here, she attests “that wise, creative, and courageous leadership can
mitigate even the most challenging problems of our time.” The book
is part memoir and part advice, offering insights and suggesting
actions that academic leaders can take to mitigate such challenges.
The ensuing chapters cover topics ranging from the role of deans,

Beverly Daniel Tatum
Basic Books, 2025.
368 pp.
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Students walk across
Spelman College
campus, where
Beverly Daniel Tatum
served as president
from 2002 to 2015.

to shared governance, to managing risks, to
the enrollment cliff, to college finances as well
as other disruptions grappled with by those in
higher education. She closes on a positive note,
sharing reasons why university leadership is
satisfying and can be filled with joy.

In the introduction, Tatum provides histori-
cal context regarding the demographics of students attending Ameri-
can higher education institutions, the diversity of institutional types
and systems, and where students choose to attend college. I found this
section particularly interesting, even as a leader in higher education
myself—we rarely spend time thinking on such a big-picture level. It
was nice to be reminded of the sheer number of degree-granting post-
secondary institutions in the United States—3633 in the 2022-2023
school year—and the amazing diversity of institutional types, missions,
and students who benefit from postsecondary opportunities.

The chapters that follow recount events that highlight Tatum’s
many career leadership challenges and accomplishments. In the
chapter “Who’s in Charge, Really?,” for example, she describes a
challenging hiring decision she faced early in her tenure as presi-
dent of Spelman College and how she navigated it. The board chair
in this situation did not agree with her decision to move forward
with a hire and undermined her authority by suggesting that three
board members help her “undo [her] ‘hiring mistake.”” The incident,
she recalls, represented an important test of her authority—the ap-
pointment proceeded, and she learned the political skills needed to
navigate such conflicts.

Tatum also provides insights into how administrators might respond
to concerns raised by faculty. Here, she describes the urgency she felt
to make certain changes when she became the president of Spelman
in 2002. Although the changes she instituted to improve cross-campus
communication, internet infrastructure, and departmental leadership,
among other efforts, appeared externally to be having a positive impact,
her speedy actions were not met positively by a key constituency: the
faculty. The lesson she learned in this situation is that leaders must
engage all stakeholders to ensure that everyone is clear regarding goals,
strategies, and decision-making processes.

The book will even be informative for those who are not experienced
higher education leaders but wish to learn more about the nuances of
college administration. For example, Tatum demystifies the role of gov-
erning boards in higher education—a much-misunderstood subject—
writing that they are ultimately responsible for the health and vitality
of institutions, delegating authority to the president of the college or
university to ensure that institutions are meeting their missions. These
boards are generally composed of unpaid volunteers, most of whom are
not experts in higher education, she reveals, which means that an insti-
tution’s president must ensure that they are communicating clearly and
consistently to keep the board informed.

‘When I was invited to provide a review of this book, I was excited by
the prospect that it might provide specific suggestions or recommenda-
tions to current college leaders. And, while Tatum’s insights are embed-
ded in the stories she tells, the book would have benefited from concise
summaries of her advice at the end of each chapter so that leaders who
find themselves in similar situations might more quickly find relevant
sections. That said, I still found it to be an educational, insightful, and
hopeful read. [
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SCIENCE AND SOCIETY

Mars mania and the making

of scientific authority

Twentieth-century speculation about martian life shed light

on the interplay of science and culture Dov Greenbaum

n The Martians, David Baron offers a detailed account of how
socialites, inventors, and respectable astronomers became con-
vinced that intelligent life thrived on Mars at the turn of the
20th century. Baron’s engaging narrative examines science put
on public trial and litigated through personalities, persuasion,
and press rather than peer review. The result: public fascination that
outpaced scientific fact, revealing more about earthlings than martians.

Set in the late 19th and early 20th centuries, the book spans four
decades, tracing how Mars transformed from a distant astronomical
object into a cultural obsession. Baron’s vivid narrative reads as part
history, part social study, and part literary drama, making complex sci-
entific dynamics accessible without sacrificing depth.

The martian “canals”—optical illusions widely mistaken for infra-
structure on the distant planet—became the foundation for an elaborate
but inaccurate vision of an advanced civilization. Amplified by mass me-
dia, this idea fed a cultural feedback loop where entertainment, belief,
and speculation blurred into perceived scientific fact. But society’s fas-
cination with Mars also reflected deeper cultural needs, argues Baron.
Amid rapid industrialization, global tensions, and spiritual uncertainty,
the red planet came to symbolize humanity’s hopes for technological
progress and the possibility of peaceful, intelligent life beyond Earth.

Science became spectacle in the Gilded Age, shaped by outsized per-
sonalities rather than cautious deliberation. Baron shows how the era’s
nascent scientific institutions lacked the mechanisms to counter charis-
matic advocacy—a dynamic he illustrates through compelling portraits
of the very personalities who exploited this institutional vulnerability.

Chief among these figures was Percival Lowell, the wealthy “poet
astronomer” whose resources, eloquence, and unwavering conviction
made him especially influential. His telescopic observations, distorted
by both atmospheric conditions and personal ambition, helped en-
trench the myth of canal-building martians in the public imagination.
What set Lowell apart was his stubborn certainty, which turned a sci-
entific hypothesis into an unyielding belief. As Baron writes, “millions
read of Lowell’s lectures, and as they did so, his ideas—his very lan-
guage—filtered deep into the American consciousness.”

Mars evangelism extended beyond Lowell to include other compel-
ling figures: Nikola Tesla, the “inventor of strange brilliance”; Mabel
Loomis Todd, a “spellbinding lecturer”; and Camille Flammarion, the
“starry-eyed prophet” with a “cultlike following.” These personalities
gained crucial momentum through what Baron refers to as a “giddy”
yellow press that successfully framed the debate as a choice between
“the stodgy old guard and an inventive newcomer”—with the public
consistently favoring the latter.

Perhaps most troubling was the scientific community’s initial re-
sponse to the Mars fervor—or lack thereof. Although figures such as
Edward Holden voiced forceful opposition, the broader establishment
failed to mount a consistent or unified rebuttal. Instead, hesitancy, in-
ternal divisions, and difficulty confronting the media spectacle enabled
Lowell’s narrative to dominate.
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The scientific establishment eventually responded decisively. When
Mount Wilson Observatory astronomers deployed the era’s most ad-
vanced telescope, they found no evidence of Lowell’s canals—delivering
the empirical refutation that passive responses had failed to provide.
Yet, confronted with contradictory evidence, Lowell “stubbornly refused
to update his thinking when new evidence came in.”

To his credit, Baron avoids caricature. Figures such as Lowell are not
painted as charlatans but as complex characters—brilliant, flawed, and
caught in the zeitgeist. In this way, The Martians does more than exam-
ine this episode in astronomical history; it also illuminates the very hu-
man processes by which science is often made, contested, and believed.
As Baron notes, “Science eventually self-corrects, and Lowell’s vigorous
advocacy pushed other astronomers to refine their own ideas and evi-
dence. The edifice of science rests on the remains of countless discarded
theories; error forms an inevitable part of the constructive process.”
Baron wisely resists drawing heavy-handed lessons from his historical
narrative, instead allowing the Mars episode to illuminate enduring pat-
terns in how scientific authority is constructed and contested. [
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PODCAST

SCIENCE OF DEATH

What, if anything, plays through a possum'’s
mind when—facing a predator—it engages in
a convincing approximation of death? What
does the predator make of this behavior?
This week on the Science podcast, Susana
Monsé, author of Playing Possum, invites
listeners to consider how nonhuman
animals approach and understand death.
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Copper threatens marine ecosystems

Antifouling paint prevents organisms such as barnacles from stick-
ing to the hull of ocean vessels. Each year, more than 900 million
liters of antifouling paint enter the ocean as these coatings degrade,
releasing toxic metals into the water (7). Because tributyltin, one
active ingredient in antifouling paint, has severe impacts on non-
target species, it was banned globally in 2008 (2). Copper-based
biocides—primarily copper(I) oxide (Cu,O) and copper pyrithione
(CuPT)—then became the industry standard. However, mounting
evidence suggests that these copper compounds exert substantial
chronic and cumulative ecological impacts. Washington State has
ordered an assessment of copper-based antifouling paints and may
implement a ban after reviewing the results (3). Other states and
countries should follow Washington’s lead and revise the standards
and regulations for antifouling paint components.

Dissolved copper in coastal waters routinely exceeds the chronic
threshold determined by the US Environmental Protection Agency
(EPA) (4). Although rarely acutely lethal at these concentrations,
copper impairs key physiological functions in nontarget marine spe-
cies. Exposure disrupts salmonid olfaction (5), hinders crustacean
larval development (6), and suppresses bivalve immune responses
(7). CuPT can cause mortality in juvenile rainbow trout (8) at con-

centrations below the accepted safety limits for dissolved copper (4).

Both dissolved copper and CuPT move through marine food webs,
magnifying their ecological harm (7).

Copper ultimately accumulates in marine sediments, where
it remains bioavailable (9). Recorded copper concentrations in
some marina environments exceed the Australia and New Zealand
Environment and Conservation Council marine sediment guide-
line (10), indicating that copper represents a persistent, long-term
ecological threat within sheltered coastal environments. When
physical disturbances occur, these toxic sediments can be abruptly
resuspended (17), transforming a latent hazard into an acute eco-
logical crisis.

Ocean acidification markedly intensifies copper toxicity,
compounding the effects of copper exposure (12). Under some
climate scenarios, toxicity thresholds for sensitive marine organ-
isms are projected to decrease by approximately 50% by 2099
(12), effectively doubling the ecological impact of existing copper
contamination. These synergistic interactions between climate
drivers and copper biogeochemistry constitute a substantial yet
underrecognized mechanism that could amplify anthropogenic
stress in coastal ecosystems, particularly in industrialized harbors
and estuaries already burdened by copper pollution.
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Shipyard workers spray copper-based antifouling paint onto a vessel’s hull to prevent marine biofouling.

Current regulatory frameworks, which are still anchored to water
column concentrations, fail to address copper’s chronic and climate-
intensified risks. Instead, regulatory standards should integrate
bioavailability models and revise sediment quality criteria to reflect
copper’s persistent toxicity under evolving marine conditions.
Climate-scenario modeling should further inform prospective risk
assessments. Beyond regulation, governments worldwide must fund
copper-free antifouling innovations and incentivize their adoption.
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Curtail North Korea’s illegal wildlife trade

Although North Korea aims for economic self-sufficiency, it does
not exclude the use of international, often illicit, trade to generate
revenue (1, 2), including the trade of legally protected native
wildlife (3). Furthermore, in response to the country’s economic
and food crises (4), a black market in wildlife products has
emerged that encompasses almost all native mammal species
weighing more than 500 g, including those protected under North
Korean law and Appendix I of the Convention on International
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Trade in Endangered Species of Wild Fauna and Flora (CITES) (3,
5). Illegal trade imperils North Korean biodiversity and threatens
the recovery of metapopulations in these species across the
Korean Peninsula (6).

Before 2020, animal products from highly protected species
such as tiger (Panthera tigris), Asiatic black bear (Ursus thibeta-
nus), and Eurasian otter (Lutra lutra) flowed from North Korea
into China, breaching China’s CITES commitments and, in the case
of wild meat, UN Security Council Resolution 2397 (3). In response
to the COVID-19 pandemic, North Korea closed its borders, which
restricted cross-border smuggling (4, 7). Since Russia’s full-scale
invasion of Ukraine in 2022, North Korea has moved to reengage
with its historic allies, Russia and China (8).

North Korea’s neighbors must act to minimize the trade of pro-
tected species. As North Korea’s largest trading partner, China can
mitigate the ecological, health, and reputational risks associated
with illicit North Korean trade to Chinese buyers by curbing domes-
tic illegal wildlife demand (9, 10). Other countries should remain
alert to the risk that even official, state-sponsored North Korean
wildlife trade may include protected species (11).
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The Cricket Quartet performs at Purdue University’s annual Bug Bowl.

Creating connection
with wings and strings

The lights fade to a soft, rosy glow as
the chorus of crickets begins to swell—
not in a forest, but inside a university
lecture hall filled with 200 community
members, listening intently. The
crickets? A string quartet, in which each

crickets to life.

edible insect tastings (1). As cocreators
of the performance, we worked to plan an
event where classical music, entomology,
and the science of sound converge. First,
we explain the mechanics of sound and
the reasons crickets sing. Then, one

by one, the string quartet brings four L

The musicians use advanced

The Cricket Quartet serves a purpose
beyond entertainment. Insects are
essential to ecosystem function
and food security, but they remain
underrepresented in conservation
funding. As public trust in science wanes
and global insect populations plummet,
insects desperately need better public
relations. Music can help. By activating
regions of the brain associated with
emotion, memory, and reward (2), music
can move people in ways that traditional
science communication cannot. When
the final note fades, the silence reveals
a shiftin the room. The experience has
transformed the viewers' unease into
affection for these insects, which we
cannot afford to overlook.
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musician wears handmade, species-
specific cricket wings and uses their
instrument to mimic the rasp and trill of
Indiana’s native insects.

The Cricket Quartet debuted in 2024
at Purdue University's annual Bug Bowl,
an insect outreach event that draws
tens of thousands of visitors and offers
everything from cockroach races to

techniques such as double stops and
saltando to evoke complex cricket calls.
For classically trained performers, it's a
rare opportunity to intentionally sound
imperfect. That freedom is contagious
and encourages the audience to answer
questions, share stories, and join in

the conversation, regardless of their
background.
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POLICY ARTICLE

PHARMACEUTICAL TRADE

Supply-chain vulnerabilities in critical medicines:
A persistent risk to pharmaceutical security

Asymmetries in the global supply chain expose countries to systemic
vulnerabilities that require investment in visibility, coordination, and resilience

n 2025, the US administration announced broad tariffs against
key trading partners, and pharmaceuticals have emerged as a
potential next target. This would represent a marked shift
from long-standing commitments under the 1994 Agreement
on Trade in Pharmaceutical Products, which eliminated tar-
iffs on a wide range of essential medicines. Although specific trade
measures continue to evolve, the incident highlights a broader and
persistent problem: The global supply chain for critical medicines

is structurally fragile. Trade policies
such as tariffs are not the cause of
these vulnerabilities. Rather, they
exacerbate them. Although short-
term measures can alleviate im-
mediate disruptions, they cannot
address deeper structural vulnera-
bilities. The tensions spurred by US
tariffs present an opportunity to re-
assess pharmaceutical supply-chain
resilience. Rather than retreating
into isolationism, the focus should
shift to improving systemic resil-
ience through collaboration, trans-
parency, and targeted investment.
Visibility into opaque global supply
chains is the necessary foundation
to build long-term resilience.

Some medicines are critical for
patient care because of the harm
their absence would cause. Criti-
cal medicines are mostly low-value,
high-volume products that form
the backbone of modern health
care systems yet depend on fragile,
global supply networks (I, 2) that
are especially vulnerable to disrup-
tions. Fragility in the critical medi-
cines supply chain stems primarily
from geographic concentration.
Production is increasingly consoli-
dated in a handful of countries, cre-
ating strong dependencies: Many
importing countries rely heavily
on pharmaceutical ingredients and
packaged medicines and lack the
capacity to respond flexibly to dis-
ruptions. As a result, countries with
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Asymmetry of US critical medicine trade
Countries with low trade value but high trade volume, such as China,
Mexico, and India (@), hold considerable leverage for potential trade
retaliation. By contrast, trade partners with high trade value but low
trade volume, such as the European Union (EU) and Switzerland (@),
are more vulnerable to the economic impact of tariffs. Data span
2017—2023, with value standardized in USD and trade volume
measured in tonnes. See supplementary materials for details on data.
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production capacity can exert considerable leverage, whether inten-
tionally or incidentally, over access to critical medicines.

By raising the cost of imported inputs, tariffs may increase pro-
duction costs for domestic manufacturers. The Association for
Accessible Medicines, representing US producers of generic medi-
cines, has warned that many firms operate on narrow margins and
cannot absorb these additional costs, thereby increasing the risk
of shortages (3). Because most critical medicines are prescription

drugs reimbursed by insurers or
public payers, mechanisms such as
fixed reimbursement rates and price
ceilings limit how quickly cost in-
creases can be passed on to consum-
ers. As a result, even moderate tariffs
can compromise the financial viabil-
ity of production and destabilize sup-
ply. If sufficiently high, tariffs could
effectively act as import restrictions,
especially when the exporting coun-
try has pricing power (the ability to
pass along costs to customers without
diminishing sales) and the import-
ing country bears the full cost. This
risk is particularly acute in the phar-
maceutical sector, where demand is
price inelastic (demand is not very
sensitive to price) and substitution
options are limited (4).
Compounding these risks, the US,
like many other countries, lacks the
operational flexibility and buffer
capacity to rapidly compensate for
lost imports (I, 2, 4, 5). Proponents
of tariffs may argue that such mea-
sures help reduce dependency by dis-
couraging imports and incentivizing
domestic production. However, re-
shoring pharmaceutical manufactur-
ing is a long-term objective, requiring
sustained investment, infrastructure,
lead times of several years, and regu-
latory approvals (2, 5). In the short
and medium term, tariffs can severely
disrupt supply chains, worsening ac-
cess to medicines and undermining
national security and patient care.
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ASYMMETRIES IN SUPPLY CHAINS

In this article, we follow the definition and list of critical medicines
provided by the Critical Medicines Alliance, which includes 288
substances (6). We track international trade of these substances us-
ing BACI-COMTRADE data (7), mapping Anatomical Therapeutic
Chemical (ATC) codes, which classify medicines on the basis of their
therapeutic use, to their corresponding trade codes (HS6), which
are used in international trade statistics to categorize products.
This enables consistent mapping across health and trade datasets
(see supplementary materials for details).

Most critical medicines are off-patent generics, primarily small-
molecule drugs, though some biologics are included. For instance,
heparin (an anticoagulant), amoxicillin (an antibiotic), and mor-
phine (an analgesic) all appear across national and international
priority lists. Generic medicines (across all therapeutic categories)
account for more than 80% of global prescriptions but only 20 to
30% of the total pharmaceutical market value; most critical medi-
cines fall into this category (8). Such an imbalance between volume and
commercial value has led to the concentration of produc-
tion capacity in a few facilities, driven by economies of scale,
which disincentivizes investment in redundant capacity.
Over the past decade, this dynamic has caused critical medi-
cines supply chains to become geographically concentrated
and vulnerable to disruptions (5, 9).

The US exemplifies this vulnerability. Its domestic pro-
duction covers only a fraction of its demand for critical
medicines. It relies on imports from key trade partners,
including China, the European Union (EU), Switzerland,
India, Mexico, and Canada (see the first figure) (9, 5). This
external dependence, especially when upstream production
is geographically concentrated, creates strategic risk.

Since 2008, more than 60 export bans on antibiotics have
been documented globally (10). These measures were pri-
marily protective—triggered by domestic health emergencies
such as HIN1 and COVID-19. Nevertheless, they underscore
the willingness of governments to halt pharmaceutical ex-
ports when national priorities take precedence. In April
2025, China responded to US tariff escalation by imposing
export controls on several rare earth elements, showing that
export restrictions are used as geopolitical leverage. If ap-
plied to pharmaceuticals, such retaliatory measures would
exploit the thin margins and concentrated production that
characterize the sector, where even minor disruptions can
cascade into severe shortages.

The economic calculus for export restrictions is starkly China
asymmetric. For some exporting countries, restricting phar-
maceutical trade may inflict disproportionate harm on im- Switzerland
porters at minimal economic cost. Our analysis shows that Canada
the US sources 29% of its imported packaged critical medi- Other

cines (by volume) from Mexico, yet these account for less

than 0.1% of Mexico’s total export value to the US (see the first figure).
An export ban would degrade US supplies while minimally affecting
Mexico’s trade balance. Similarly, 43% (by volume) of US imports of
pharmaceutical ingredients for critical medicines originate from China,
yet these represent less than 0.2% of China’s total export value to the
US. This asymmetry transforms low-value generics into high-leverage
geopolitical tools: Supplier nations may exploit pharmaceuticals to re-
taliate against tariffs on other sectors.

These same asymmetries also expose countries to self-inflicted dis-
ruption. A 125% tariff on Chinese pharmaceutical products, as the one
proposed in the April 2025 US trade negotiations, would more than
double the cost of critical inputs such as tetracycline active pharmaceu-
tical ingredients (an antibiotic), which the US imports almost entirely
(94%) from China. Although other suppliers like the EU contribute
small volumes (2 to 3%), they are themselves over 90% reliant on Chi-
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nese intermediates and offer products at considerably higher prices.
Similar structural dependencies apply to other essential inputs: strep-
tomycins (another antibiotic, 85% from China), vitamin C (91%), steroi-
dal hormones (76%), and even basic medical supplies such as wadding,
gauze, and bandages (>78%).

SHORT-TERM EMERGENCY RESPONSE

Tariffs, export restrictions, and ordinary supply disruptions cause
drops in supply. However, the demand for critical medicines, being
inelastic (4), remains unchanged. This mismatch leads to shortages
that require swift mitigations.

As we explored previously (11, 12), a short-term response is to re-
distribute stockpiles along existing distribution networks, reallocating
doses from areas of surplus to areas of need. This approach can help
mitigate vulnerabilities not only in retaliation scenarios but also in the
event of other acute disruptions, such as foreign plant closures or logis-
tic bottlenecks, as observed during the COVID-19 pandemic or the 2021
Suez Canal blockage. Short-term redistribution does not solve the root

Import-export balance of critical medicines

The diagram reveals the heavy dependence of the United States on imports from a few
major trading partners (@) for most of its pharmaceutical ingredients and packaged
medicines. The width of flow lines is proportional to the quantities traded. Data span
2017—2023. See supplementary materials for details on data.

Packaged medicines by weight Mexico

India
EU

China

Switzerland

Canada

=

The US imported more than twice

the amount it exported. Other

IMPORTS ——— EXPORTS —M»

Pharmaceutical ingredients by weight Mexico

India

EU

China

Switzerland

Canada
Other

causes of supply-chain fragility but buys valuable time to implement
medium-term measures such as initiating trade negotiations, securing
emergency imports, or issuing alternative treatment guidelines.

To assess the operational feasibility and impact of such redistri-
bution, in our previous study (1I), we simulated a disruption to US
imports, causing a 70% reduction in the availability of pharmaceuti-
cal ingredients for analgesics. By modeling thousands of manufactur-
ers, distributors, and dispensers connected by millions of routes, our
work demonstrated how redistributing existing stockpiles along pre-
existing, but underutilized, distribution paths can temporarily bridge
supply gaps.

Those results revealed three key insights. (i) Time sensitivity: With-
out intervention, shortages escalate rapidly. A 6% shortage (3 mil-
lion doses) materialized within 35 days as the disruption propagated
through the supply chain. (ii) Hidden capacity: Through informed re-
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distribution, the same 6% shortage was delayed to 50 days—a 43% gain
in response time. (iii) Systemic visibility: Uninformed redistribution
may exacerbate the shortage.

Unlocking this time buffer requires granular, real-time visibility into
stockpiles, inventories, and distribution networks. This systemic vis-
ibility is technically feasible. In fact, the ongoing opioid crisis in the US
has led to the release of more than 10 years of distribution data (71, 12),
albeit retrospective in nature. Unfortunately, further efforts are hin-
dered by regulatory fragmentation, inconsistent data standards, and
industry resistance to data sharing.

Our simulations confirm both the feasibility and the complexity of
large-scale redistribution efforts. In practice, rerouting will need to be
implemented in tandem with targeted rationing or triage to maximize
its effectiveness and extend the window for coordinated response. Re-
routing supplies during shortages does not eliminate disruptions, but
it provides time to pivot from reactive crisis management to coordi-
nated emergency response and long-term resilience planning.

LONG-TERM RESILIENCE PLANNING

The US remains a net importer of critical medicines, heavily reli-
ant on pharmaceutical ingredients and packaged medicines from
abroad, as demonstrated by comparing imports (inflow) and ex-
ports (outflow) (see the second figure). Yet this dependence is not
specific to the US; it reflects the inherently complex and global-
ized nature of the pharmaceutical industry. Production hinges on
specialized suppliers concentrated in a few regions (notably China,
India, and Europe) with minimal redundancy.

Long-term resilience is often equated with reshoring pharmaceu-
tical production. However, full-scale reshoring is not economically
viable for low-margin products owing to cost constraints and global
specialization. Even selective reshoring faces considerable technical
and institutional barriers: Many medicines require complex inputs,
specialized infrastructure, skilled labor, and sustained investment.
Establishing domestic capacity would demand long-term com-
mitments, including subsidies, tax incentives, and public-private
partnerships.

Critically, feasibility depends on economies of scale and existing
industrial infrastructure. Moreover, expanding domestic production
would require sufficient regulatory capacity, including inspection,
certification, and market authorization. When successful, reshoring
can also contribute to global resilience by increasing geographic di-
versification and strengthening regional production capacity. How-
ever, for nonproducing countries, it may simply result in a shift in
dependencies, offering limited protection against upstream shocks.
Further, although reshoring a single active ingredient may be pro-
hibitively expensive, strategically colocating the production of re-
lated drugs could create efficiencies through shared infrastructure,
expertise, and supply networks.

Resilience could be improved by selectively reshoring a subset
of critical medicines and complementing these efforts with miti-
gation strategies such as strategic stockpiling, dual sourcing, and
improved supply-chain agility (I), though these measures require
substantial coordination and investment. Given these constraints
and trade-offs, policy-makers must answer a central question:
Which medicines warrant reshoring investments?

Answering this question requires balancing medical necessity,
supply chain fragility, geopolitical risk, and feasibility. Achieving
this balance hinges on greater visibility into global supply chains,
which remain opaque and challenging to assess (13). Although data
infrastructures such as the US Food and Drug Administration’s elec-
tronic drug registration and listing system (eDRLS), the European
Medicines Verification System (EMVS), and other initiatives offer a
starting point for mapping the global supply chain for critical medi-
cines, these systems are not integrated across borders and do not
capture upstream sourcing or dependency structures.
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Visibility depends not only on technical capabilities, but also
on institutional incentives and governance. Data sharing between
firms, regulators, and international partners is hindered by com-
mercial secrecy, fragmented oversight, and inconsistent data
standards. Technical solutions to this challenge already exist. For
example, federated learning platforms can enable pooled risk es-
timation across jurisdictions or firms while preserving confiden-
tiality, an approach already trialed in health care contexts where
patient data privacy is fundamental (74). Developing these tools
at scale requires not only investment but also shared governance
frameworks that establish common data standards, provide a legal
basis for industry participation, and align incentives for both public
and private actors to contribute high-quality data. Without reliable
information on production and sourcing, policy-makers risk misal-
locating resources, overlooking critical vulnerabilities, and failing
to build resilient pharmaceutical supply chains.

The importance of this issue is reflected in recent legislative ini-
tiatives, such as the US Mapping America’s Pharmaceutical Supply
(MAPS) Act and the EU Critical Medicines Act. Both underscore
the national security imperative of mapping pharmaceutical sup-
ply chains and applying advanced data analytics to identify vulner-
abilities. The vulnerabilities are structural, embedded in the way
global production and sourcing of critical medicines have evolved.
Trade disputes will only exacerbate them, triggering disruptions
that expose and intensify the underlying fragilities. Without visibil-
ity into global supply chains, policy-makers operate blindly, unable
to see vulnerabilities, prioritize intervention, or allocate resources
effectively. [J
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BACKGROUND: Air pollution is a global environmental problem
with far-reaching implications for air quality, climate, ecosystems,
and human health. Over the recent decades, China has experi-
enced severe haze pollution, also called “complex air pollution.”
These haze extremes are characterized by high concentrations of
fine particulate matter (smaller than 2.5 pm, or PM, 5) and occur
with extensive temporal and spatial coverage, although the
situation was alleviated after 2013, owing to regulatory efforts.
Distinct from the historical London fog caused mainly by coal
combustion and the Los Angeles smog mainly formed by the
photochemical oxidation of vehicular exhaust, haze pollution in
China stems from high primary emissions and efficient secondary
formation. One distinct feature of China at the current stage is a
blend of agricultural and industrial societies, leading to high
emissions of secondary aerosol precursors from diverse sources.
These include NH; from agricultural activities and anthropogenic
volatile organic compounds (VOCs) from residential coal combus-
tion and straw burning for heating and cooking (features of an
agricultural society), as well as NOy (NO + NO,), SO,, and
anthropogenic VOCs from vehicular exhaust and industrial
activities (features of an industrial society). The mixture of these
abundant inorganic and organic precursors can largely change the
yields, chemical speciation, and formation pathways of secondary
organic aerosol (SOA).

ADVANCES: Numerous studies have revealed that air pollution in
urban China is not only of enormous magnitude but also
represents a distinct chemical regime less commonly observed
elsewhere. The efficient formation of secondary aerosol in winter
is distinct, which to a large extent drives the haze formation,
particularly in recent winters after large reduction of primary
aerosol. Higher-than-expected atmospheric oxidizing capacity in
winter China is a combined result of photolysis of elevated
HONO, alkene ozonolysis in the presence of NOy, anthropogenic
halogen radicals, and the O,/H,0-involved interfacial

oxidation and hydrolysis processes. This represents a previously
unidentified chemical regime to describe the explosive growth
of SOA and secondary inorganic aerosol in complex air
pollution. In addition, the elevated NOy levels can lead to the
formation of a variety of nitrogen-containing multifunctional
oxidation products. For example, secondary organic nitrate was
reported to account for more than 40% of organic aerosol

mass during haze events in urban China, which is important for
SOA enhancement and altered physicochemical properties.
Also, the formation of peroxyacyl nitrates may worsen the
regional air pollution by prolonging the effective lifetime of
peroxyl radicals. Moreover, the increasing fractional contribu-
tion of nitrate over sulfate in recent years results in enhanced
aerosol liquid water content, promoting aqueous-phase SOA
formation, as revealed through multiple field studies during
humid haze events.
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The Chinese Knot of Complex Air Pollution
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The distinct chemical regime for SOA formation in urban China. The interplay of
high anthropogenic VOCs, NOy, NH3, and SO, from diverse emission sources results in
high SOA formation that involves photochemical oxidation, aqueous-phase processes,
nocturnal chemistry, heterogeneous chemistry, and multiphase chemistry, especially
under stagnant weather conditions. There was a large increase of SOA relative to
primary organic aerosol (POA) after the Clean Air Act.

OUTLOOK: Despite considerable advances over the past decade,
the precursors, formation, and transformation of SOA in urban
China and their impacts on the radiative budget and human
health are still very uncertain. Molecular-level speciation of SOA
precursors and multigeneration products are essential to
elucidate the formation and fate of SOA, and particular focus
should be given to less-explored precursors, such as semivolatile
and intermediate-volatility organic compounds and volatile
chemical products. Noticeably, the sharp decrease of PM, 5
concentrations in urban China over the past decade, which has
not been reported anywhere else, has led to a substantial
increase of surface O3 concentrations, which facilitates the
formation of SOA. Quantitative understanding of the unrecog-
nized sources responsible for the enhanced atmospheric
oxidizing capacity in winter urban China is therefore critical.
With accurate parameterizations of the above aspects, an
improved SOA simulation is expected. As for mitigation,
diagnosing the 03-NO,-VOC sensitivity at the city or regional
scale is essential for a cost-effective strategy to prioritize control
measures on precursors that lead to both high SOA and high O3
concentrations. [J

*Corresponding author. Email: rujin.huang@ieecas.cn Cite this article as
R.-J. Huang et al., Science 389, eadq2840 (2025). DOI: 10.1126/science.adq2840
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A tight lid on Mars’ evolution
Mars is a single-plate planet. In contrast to Earth, where subducting plates have
churned the mantle for billions of years, the interior of Mars may preserve charac-
teristics of its early evolution. Charalambous et al. detected marsquake waveforms
arriving at NASA's InSight lander and saw an apparent delay in the high-frequency
arrivals that increased with travel distance through Mars’ mantle. They attribute
these delays to very fine-scale heterogeneities, the result of chaotic mantle convec-
tion during Mars’ impact-filled early history. This widespread heterogeneity was then
frozen in place as the planet’s crust cooled and mantle convection slowed to a creep.

—Angela Hessler Science p.899,10.1126/science.adk4292

The surface of Mars near the northern polar ice cap.

RESTORATION ECOLOGY
Migrating bison
enhance plant nutrition

Bison once migrated across
the western United States in
enormous herds, shaping the
landscape in ways that they
currently cannot because
smaller populations are now
mainly constrained to specific
properties. The population in
Yellowstone National Park is

an exception because these
bison are able to migrate across
hundreds of square kilometers.
Geremia et al. performed graz-
ing exclusion experiments to
examine the effects of bison on
soil and vegetation across their
migration area. Grazed areas
had higher soil microbe density
and nitrogen content in both
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soils and plants. When given
large areas to roam, bison create
habitat heterogeneity and areas
with enhanced nutrition that
can support denser populations
than are deemed sustainable by
current management recom-
mendations. —Bianca Lopez
Science p.904,10.1126/science.adu0703

PROTEOSTASIS

A conserved arena

for ubiquitination

Protein homeostasis in eukary-
otes is managed in part by
serial attachment of the protein
ubiquitin to target proteins. The
resulting polyubiquitin chains
target the protein to the protea-
some for degradation. So-called
E4 ligases extend a nascent
ubiquitin chain to reinforce the

degradation signal. Grabarczyk
et al. determined the cryo—elec-
tron microscopy structures
of the human E4 ligase UBR4
with two protein cofactors that
govern specificity. The protein
forms a massive ring with a
central active site. A cross-king-
dom structural study revealed
broad similarities and specific
differences in E4 complexes.
—Michael A. Funk

Science p.909,10.1126/science.adv9309

ROBOTICS
Bubble power

Rapid motions such as jumping
require the fast conversion of

a large amount of potential
energy into kinetic energy.

For a robotic system, this can
tax the limits of the onboard

power supply. Wang et al.
designed a method to launch
arobot that uses focused
near-infrared heating, ultra-
sound, or electrical sparks to
remotely initiate the growth
and catastrophic collapse of
cavitation bubbles. Key to the
design is the suppression of
bubble release until a stability
limit is reached, allowing the
energy contained therein to be
harnessed upon the bubbles’
violent collapse. The authors
show that, in addition to jump-
ing, the same approach can be
used to power the swimming of
arobot. They also demonstrate
that this concept works for
a range of materials, liquids,
and operating environments.
—Marc S. Lavine

Science p.931,10.1126/science.adu8943

28 AUGUST 2025 Science

PHOTO: NASA/JPL-CALTECH/ASU



PHOTO: JURGEN FREUND/MINDEN IMAGES

QUANTUM NETWORKS

Classically decisive

quantum networks
The development of a quan-
tum network requires the
ability to propagate fragile
quantum states over large
distances, ideally using exist-
ing long-distance optical
fiber infrastructure. Zhang et
al. demonstrate the integra-
tion of quantum information
into advanced photonic
technologies. Using a hybrid
networking protocol, they
showed that the classical
signal can be used to effi-
ciently guide entanglement
distribution while preserving
the integrity of quantum infor-
mation. This hybrid approach
enables dynamic routing of
high-fidelity entanglement
over existing fiber networks
and provides a practical path
toward a scalable quantum
internet. —lan S. Osborne
Science p.940,10.1126/science.adx6176

ALZHEIMER’S DISEASE

Assembly of
prefibrillar amyloids

The amyloid hypothesis is one
of the leading explanations
for the cause of Alzheimer's
disease. It proposes that the
accumulation of amyloid-g
(AB) peptide oligomers and
fibrils in the brain is the
primary initiating event that
triggers a cascade of neuro-
degenerative processes. Liang
et al. conducted time-resolved
imaging of the prefibril-

lar assembly of AB using a
combination of transmis-

sion electron microscopy,
cryo—electron tomography,
atomic force microscopy, and
single-particle cryo—electron
microscopy. The collection

of recorded images proposes
a universal mechanism of
assembly in which all observed
structures, from oligomers

to curvilinear protofibrils and
ring-shaped annular assem-
blies, represent a continuum.
Patch-clamp conductance
measurements suggested that
the observed annular struc-
tures form channels that span
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lipid membranes and increase
their ion permeability.
—Vadim Cherezov
Sci. Adv. (2025)
10.1126/sciadv.adx9030

NANOMATERIALS

Unraveling icosahedra

formation

The morphology of nanopar-
ticles is the origin of many of
their interesting properties.
However, understanding their
formation process remains a
grand challenge because of
complex reaction pathways and
the small size of evolving spe-
cies. Through careful design of
ligands and reducing agents, Hu
et al. synthesized two giant silver
icosahedral nanoclusters con-
taining 213 and 429 silver atoms,
which serve as model systems
for studying icosahedra forma-
tion. X-ray diffraction studies
revealed multilayered configura-
tions, supporting a layer-by-layer
evolution from nuclei to seeds.
The emergence of surface plas-
mon resonance confirms that
these silver nanoclusters are
metallic. —Jack Huang

Science p.921,10.1126/science.adx6639

MICROBIOLOGY

Big roles for

small proteins

Bacterial small proteins regu-
late diverse cellular activities
and responses to environ-
mental stimuli. Vellappan et
al.identified small proteins
induced by magnesium ion
starvation in Escherichia coli
and investigated their mecha-
nisms of induction, subcellular
localization, and effects on cell
growth. One of these proteins,
Yoal, mediated cross-talk
between the two-component
signaling systems PhoR-PhoB
and EnvZ-OmpR, which control
cellular responses to phosphate
starvation and osmotic stress,
respectively. These findings
expand the known repertoire of
stress-induced small proteins
that regulate bacterial adaptive
signaling. —Annalisa VanHook
Sci. Signal. (2025)
10.1126/scisignal.adu7253
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Men-o’-war sailing by

In the 18th century, naturalists
discerned that the appearance

of the large, floating, jellyfish-like
Portuguese man-o’-war, Physalia,
differed from region to region.
Since then, it has been assumed
that Physalia is a single species and
that surface, or neuston, popula-
tions are globally well mixed among
the connected oceans. In response
to efforts to remove plastic that
inadvertently capture surface
fauna, Church et al. wanted to test
this assumption of uniformity and
discovered that Physalia shows
substantial genetic variation.
Ocean circulation modeling cou-
pled with a citizen-science effort

to collect photographs of beached
Physalia identified at least four
species across the world’s oceans.
The neuston has the potential for
distinct regional variation, which
needs to be recognized to conserve
the biodiversity of these vulnerable

populations. —Caroline Ash

Curr. Biol. (2025) 10.1016/j.cub.2025.05.066

Image showing the colonial, marine siphonophore Physalia spp. topped by
its carbon monoxide—filled float that catches the wind while long stinging

tentacles trail underwater.

IMMUNOLOGY

Preventative measures

When the human body detects
invasion by a pathogen, it trig-
gers immune responses, which
include the activation of innate
lymphoid cells. But could the
brain help the immune system
get a head start by warning of
likely infection? Trabanelli et al.
exposed healthy participants
to virtual reality avatars that

showed clear signs of infection
and measured the resulting
immune responses. Compared
with exposure to “healthy”
avatars, exposure to the “infec-
tious” avatars was associated
with an increase in the amount
and activation of lymphocytes
in the blood, similar to the
response induced by a flu vac-
cine (a model of actual contact
with pathogens). This explor-
atory finding suggests that
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PLANT ECOLOGY

Climate shifts captured in herbaria

Many plant and animal species are shifting the timing of events (phenology) such as flower-
ing in response to climate change. Yet in the Arctic, where climate change is proceeding most

rapidly, the difficulty in studying phenology means that little is known about the extent of
these shifts. Panchen et al. examined 17,000 digitized specimens of plants from the Canadian
Arctic to determine when flowering occurred for 97 species and how flowering time changed

in response to temperature from 1899 to 2019. Most species shifted to earlier flowering,
especially late-flowering species, causing a shorter flowering season overall, with potential
implications for pollination and food webs. This work shows the importance of digitizing speci-
mens to aid in research and inform conservation. —Bianca Lopez New Phytol. (2025)10.1111/nph.70386

Herbarium specimens of Arctic plants like the moss campion (Silene acaulis) reveal the impact
of climate change on key traits such as flowering time.

a neuroimmune reaction can
prepare the body for potential
infection. —Sarah Lempriere
Nat. Neurosci. (2025)
10.1038/541593-025-02008-y

CARDIOLOGY
Straight to the heart

Nucleic acid therapeutics may
eventually be able to treat many
diseases, but they must be deliv-
ered to the correct tissue. These
approaches work best for liver
disorders because nucleic acids
delivered in lipid nanoparticles
get trapped in the liver through
a mechanism mediated by apoli-
poprotein E (ApoE). Shuvaev et
al. developed lipid nanoparticles
optimized for cardiac delivery,
and then used ApoE-knockout
mice to demonstrate that they
could modulate cardiac func-
tion with small interfering RNA
targeting a component of the
cardiomyocytes’ contractile
mechanism. This method is still
far from human application, but
it provides a research tool for
targeted modulation of cardiac
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function and shows what might
be possible if we can overcome
the delivery limitations caused
by ApoE. —Yevgeniya Nusinovich
Proc. Natl. Acad. Sci. U.S.A. (2025)
10.1073/pnas.2409266122

STRONG COUPLING

Symmetry rules in

polariton chemistry

Symmetry plays a critical role in
chemical reactivity, particularly
vibrational symmetry, which can
substantially influence reaction
pathways. Vibrational strong
coupling (VSC) with optical cavi-
ties represents a new frontier of
research where much remains
to be understood, including the
role of symmetry, because VSC
can selectively modify vibra-
tional symmetry. Jayachandran
et al. explored this effect within
donor—acceptor charge transfer
complexes in cavities, compar-
ing isomers of trimethylbenzene
with different symmetries. Their
findings suggest a phenom-
enological symmetry rule

that accounts for reactivity

variations across the different
point groups. However, further
theoretical research is essential
to elucidate the general mecha-
nisms by which symmetry
influences chemical reactivity
under VSC. —Yury Suleymanov
Angew. Chem. Int. Ed. (2025)
10.1002/anie.202503915

GALAXIES

A plane of dwarfs

from a galaxy merger

Most large galaxies are orbited
by numerous satellite dwarf
galaxies, as predicted by cos-
mological simulations. Several
nearby large galaxies have
satellite dwarfs orbiting on a
single plane, which was not
predicted and has an unknown
origin. Jerjen et al. examined
the dwarf galaxies around

NGC 5713 and NGC 5719, a pair
of large galaxies in the early
stages of merging. The authors
argue that the relative motion
of the merger has arranged the
two sets of satellite dwarfs into

a single plane rotating around
the merger's center of mass.
Once the merger is complete,
this would leave a plane of sat-
ellite dwarfs orbiting a single
large galaxy. —Keith T. Smith
Mon. Not. R. Astron. Soc. (2025)
10.1093/mnras/staf1235

BATTERIES
Making liquid sulfur

atroom temperature

Liquid sulfur droplets gener-
ated in a two-step reaction
can boost the cell capacity
of lithium-sulfur batteries.
Subramaniam-Venkatesh et al.
studied the formation of liquid
sulfur in planar cells with plati-
num cathodes, lithium anodes,
and lithium polysulfide salts
as the electrolytes. Dispersed
liquid sulfur droplets formed
by two-electron oxidation of
the polysulfide at 3.5 volts at
room temperatures or even
-15°C, well below the sulfur’'s
melting point of 115°C. This
oxidation also occurred with
carbon-based electrodes. The
droplets effectively enlarged
the electrode surface, and
initial results showed that
their presence led to higher
capacity and faster kinetics.
—Phil Szuromi
ACS Nano (2025)
10.1021/acsnano.5¢09160
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PAIN

Somatotopic organization of brainstem analgesic circuitry

Lewis S. Crawfordt, Fernando A. Tinoco Mendozat, Rebecca V. Robertson, Noemi Meylakh, Paul M. Macey,
Kirsty Bannister, Tor D. Wager, Vaughan G. Macefield, Kevin A. Keay, Luke A. Henderson*

INTRODUCTION: One of our most important survival features is the
ability to detect danger and to confront or escape from it. Fight-or-
flight behaviors can be instantly initiated by painful stimuli and are
mediated by a specific area in the core of the brainstem, the
periaqueductal gray matter (PAG). An important aspect of these
behavioral reactions is the dampening of the initiating painful
stimulus—i.e., analgesia—so that once fight-or-flight behaviors
begin, they can be executed without the interference of pain.
Experimental studies have shown that the PAG is somatotopically
organized—one part receives pain inputs from the face and
produces fight behaviors, whereas another part receives pain inputs
from the body and produces flight behaviors. Whether the PAG is
also organized in this manner with respect to analgesia is not
known. If it is, it would be possible to activate specific parts of the
PAG to produce pain relief in a restricted part of the head or body.
One way to explore the organization of PAG analgesic responses is
using a placebo analgesia paradigm.

RATIONALE: By conducting a placebo analgesia conditioning
paradigm using a falsely labeled and described cream, 93 pain-free
participants believed that this cream could reduce the intensity

of painful heat applied to either their face, arm, or leg. In reality,
this “lidocaine” cream was a placebo, and the temperature of a
thermode was surreptitiously lowered whenever placed onto this
cream relative to a control Vaseline petroleum jelly site. During the
collection of images of brainstem activity using a 7-T magnetic
resonance imaging (MRI) scanner, both the placebo and control
cream sites received identical temperatures, with a decrease in

Somatotopic organization of analgesic
brainstem circuitry. Placebo analgesia
induced on the face, arm, and leg evoked
somatotopically organized activity
changes within the lateral PAG and RVM
revealed through 7-T functional MRI. This
analgesic circuitry organization suggests
that stimulating discrete brain circuits can
produce pain relief in specific parts of the
body or face and provides a platform for
targeted analgesic treatment develop-
ment. ipsi, ipsilateral; MNI, Montreal
Neurological Institute; VAS, visual

analog scale.
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Full article and list of
author affiliations:
https://doi.org/10.1126/
science.adu8846

perceived pain intensity during the placebo cream site stimulation
being a placebo analgesia response. We analyzed activity changes in
the PAG and an area that the PAG contacts to inhibit pain, the
rostral ventromedial medulla (RVM), during analgesia responses on
the face, arm, and leg. Further, using the hidden application of a
third cream to a separate body site, we explored whether analgesia
was restricted to the area of stimulation or whether it was more
widespread.

RESULTS: Our findings show that analgesia evoked on the face, arm,
and leg changes activity in a somatotopically organized fashion—i.e.,
face analgesia is toward the rostral (top) of the PAG and RVM, whereas
arm and leg analgesia represented more caudally (lower). These
somatotopically organized analgesic responses occurred on opposite
sides of the PAG but at the same locations as pain activity changes, and
the analgesia was restricted to the site where conditioning was applied.

CONCLUSION: These data show that the PAG regulates analgesic
responses in a highly spatially localized manner and has the ability to
mediate body site -selective control over pain. The finding that both
pain and analgesia evoked PAG activity changes in the same somato-
topic fashion suggests that painful inputs to the PAG can not only
evoke spatially appropriate behavioral responses, but that these
responses are coupled to spatially appropriate analgesic responses. []

*Corresponding author. Email: luke.henderson@sydney.edu.au {These authors contributed
equally to this work. Cite this article as L. S. Crawford et al., Science 389, eadu8846 (2025).
DOI: 10.1126/science.adu8846
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MEDICAL GENOMICS

Machine learning-based penetrance of genetic variants

lain S. Forrest, Ha My T. Vy, Ghislain Rocheleau, Daniel M. Jordan, Ben O. Petrazzini, Girish N. Nadkarni,
Judy H. Cho, Mythily Ganapathi, Kuan-Lin Huang, Wendy K. Chung, Ron Do*

INTRODUCTION: Accurately estimating the penetrance of genetic
variants—the probability that an individual with a variant develops
disease —is essential for risk assessment and clinical decision-
making. Traditional approaches rely on disease-enriched families or
cohorts, which are limited by small sample sizes and ascertainment
bias. Moreover, case-versus-control classifications oversimplify diseases
that exist on a spectrum, further reducing the accuracy of risk estimates.
Machine learning (ML) offers a scalable solution by integrating
large-scale electronic health record (EHR) and genetic data to assess
penetrance in a data-driven, quantitative, and precise manner.

RATIONALE: Sequencing advances have facilitated the discovery of
rare variants in disease-associated genes, many of which are
submitted to repositories such as ClinVar and classified based on
predicted pathogenicity. However, reliance on laboratory and expert
review as well as the absence of large variant datasets measuring
real-world disease risk can lead to discordant variant classifications.
Emerging population-based analyses have revealed that some
variants previously classified as pathogenic (P) exhibit low or
variable penetrance, whereas variants of uncertain significance
(VUS) remain challenging to interpret clinically. To address these
challenges, we developed an ML-based approach to estimate
penetrance by leveraging routine clinical laboratory tests, which are
widely available in health systems, and intersecting them with
genetic data.

RESULTS: We constructed ML models for 10 genetic conditions—
arrhythmogenic right ventricular cardiomyopathy, familial breast
cancer, familial hypercholesterolemia (FH), hypertrophic cardiomy-
opathy (HCM), adult hypophosphatasia, long QT syndrome, Lynch
syndrome, monogenic diabetes, polycystic kidney disease (PKD),
and von Willebrand disease —using 1,347,298 participants with EHR
data and applied them to an independent exome-sequenced cohort.
Using disease probability scores from these models, we computed
ML penetrance for 1648 rare variants across 31 autosomal dominant
disease-predisposition genes, spanning P, benign (B), VUS, and
previously unknown loss-of-function (LoF) variants. ML penetrance
was highest for P and LoF variants, followed by VUS, and lowest for
B variants, providing refined quantitative estimates compared with
traditional case-versus-control methods.

Notably, ML penetrance correlated with disease-relevant clinical
outcomes, such as risk of end-stage renal disease for PKD variants
and heart failure for HCM variants. ML penetrance also aligned
with experimentally derived measures of variant function, reinforc-
ing its biological relevance. Importantly, ML penetrance aided in the
evaluation of VUS and previously unknown LoF variants by
delineating clinical trajectories—individuals with highly penetrant
variants showed perturbed vital signs, electrocardiogram measures,
and disease biomarkers over time. For example, individuals with
highly ML penetrant FH variants exhibited 119 mg/dl higher
low-density lipoprotein cholesterol and those with highly ML
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ML-based penetrance estimation of genetic variants. Routine clinical measurements
analyzed by ML generate continuous disease scores, which are integrated with genetic
data to assess the penetrance of rare variants in disease-predisposition genes. ML-based
penetrance correlates with an individual’s clinical outcomes and biomarkers and refines
risk assessment of variants beyond traditional pathogenicity categories, presenting a
scalable strategy for precision medicine. [Figure created with BioRender.com]

penetrant PKD variants had a 40 ml/min lower glomerular
filtration rate.

CONCLUSION: This study presents an ML-based blueprint to
systematically evaluate penetrance at scale, integrating genomic and
clinical phenotype data. By providing refined, individualized disease
risk estimates, ML penetrance has the potential to improve variant
assessment, guide clinical decision-making, and enhance precision
medicine approaches. []

*Corresponding author. Email: ron.do@mssm.edu Cite this article as I. S. Forrest et al.,
Science 389, eadm7066 (2025). DOI: 10.1126/science.adm7066
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CELL BIOLOGY

A hypoxia-responsive tRNA-derived small RNA
confers renal protection through RNA autophagy

Guoping Li et al.

INTRODUCTION: Cleavage products of transfer RNAs (tRNAs) called
tRINA-derived small RNAs (tsRNAs or tDRs), are an evolutionarily conserved
class of noncoding small RNAs that play important roles in cellular stress
responses. Derived from cleavage by endonucleases such as angiogenin at
the anticodon loop, the 5" halves of tRNA-Ala and tRNA-Cys have been
implicated in the regulation of stress granules and global translation. Two
tDRs derived from each end of tRNA-Asp-GTC, tRNA-Asp-GTC-3'tDR and
tRNA-Asp-GTC-5'tDR, have been shown to be the most highly up-regulated
hypoxia-responsive tDRs in multiple cell types. However, their functions
in regulating the cellular stress response are not known.

RATIONALE: Although 5'tDRs have been extensively investigated, the
regulation and function of 3'tDRs remain poorly characterized.

We observed significant levels of tRNA-Asp-GTC-3'tDR in metaboli-
cally active tissues, notably the kidney. Validated murine models

of Kidney diseases and human tissue samples allowed us to investigate
the regulation of this tDR in disease, as well as its clinical relevance.
Reagents that we developed to modulate the levels of tRNA-Asp-GTC-
3'tDR in cells and in vivo allowed us to determine the function of this
tDR in kidney disease pathogenesis at a detailed molecular level.

RESULTS: We validated the biogenesis of hypoxia-induced tRNA-Asp-
GTC-3'tDR in human embryonic kidney (HEK) cells using ultrasensitive
Northern blotting and an engineered fluorescent reporter for tRNA-
Asp-GTC-3'tDR, and further confirmed a critical role for the endonucle-
ase angiogenin in its biogenesis. Using overexpression (with synthetic
mimics) or specific silencing (using locked nucleic acid-modified
antisense oligonucleotides, ASOs), we demonstrated that tRNA-Asp-
GTC-3tDR (but not the 5tDR) was necessary and sufficient for

driving autophagic flux in HEK cells. We found high basal levels of

this tDR in most primary kidney cells, correlating with high basal
autophagy in these cells. Silencing this tDR in primary kidney cells led
to an inhibition of autophagy and cell death, suggesting a homeostatic
role for tRNA-Asp-GTC-3'tDR. In several murine kidney disease models,
as well as in human tissue samples, tRNA-Asp-GTC-3'tDR was rapidly
up-regulated early after kidney injury. Using in vivo delivery of our
ASOs, we demonstrated that silencing of tRNA-Asp-GTC-3'tDR led to
inhibited autophagy, exacerbated kidney cell injury, and increased
inflammation and fibrosis in two different kidney disease models,
supporting a compensatory role for this tDR. Conversely, increasing the
levels of this tDR using polymer nanoparticle -based delivery of the
synthetic mimic was renoprotective, maintaining autophagy and
markedly decreasing markers of kidney injury, inflammation, and
fibrosis. Mechanistically, the regulation of autophagic flux by tRNA-Asp-
GTC-3'tDR was critically dependent on binding to the RNA-modifying
enzyme pseudouridine synthase 7 (PUS?7). This interaction between
tRNA-Asp-GTC-3'tDR and PUS7 relied on both structural oligo-guanine
motifs, which allowed for stable intermolecular G-quadruplex (G4)
structure formation, and a binding motif for PUS7. Binding and
sequestration of PUS7 by tRNA-Asp-GTC-3'tDR prevented the pseu-
douridylation of target mRNAs, notably histone mRNAs. The
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tRNA-Asp-GTC-3'tDR induces RNA autophagy in kidney cells. Under metabolic
stress, kidney cells activate endonucleases such as angiogenin to cleave tRNA-Asp-GTC
and generate tRNA-Asp-GTC-3'tDR. tRNA-Asp-GTC-3'tDRs form intermolecular G4
structures and sequester PUS7, thus preventing histone mRNA pseudouridylation. The
resulting pseudouridine-deficient histone mRNAs entered the autophagosome-
lysosome pathway, triggering RNA autophagy. This process serves as a protective
stress response in kidney cells. [Figure created with Biorender.com]

pseudouridine-deficient histone mRNAs were targeted to the
autophagosome-lysosome pathway for degradation, triggering RNA
autophagy as a likely stress-adaptive response.

CONCLUSION: This work adds to emerging studies on the role of tDRs in
cellular homeostasis and the stress response. We found that the
hypoxia-responsive tRNA-Asp-GTC-3'tDR maintains cellular homeostasis
in kidney cells by regulating autophagic flux and plays a key role in the
stress response. The levels of tRNA-Asp-GTC-3'tDR increased acutely in
murine and human kidney diseases to enhance autophagic flux and
protect against cellular injury, inflammation, and fibrosis. Mechanistically,
key structural motifs in tRNA-Asp-GTC-3'tDR, including the oligo-
guanine motif and T-arm region, are essential for both tDR stability and
sequestration of the RNA-modifying enzyme PUS7. The sequestration
subsequently drives RNA autophagy by preventing the pseudouridylation
and stabilization of PUS7-targeted histone mRNAs. Targeting tRNA-Asp-
GTC-3'tDR to maintain autophagic flux in the setting of kidney diseases
may thus represent a promising therapeutic strategy. [

Corresponding authors: Guoping Li (gli2l@mgh.harvard.edu); Saumya Das (sdas@mgh.
harvard.edu) Cite this article as G. Li et al., Science 389, eadp5384 (2025). DOI: 10.1126/
science.adp5384
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Transcription factors SP5 and SP8 drive primary cilia

formation in mammalian embryos
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Yinwen Liang*, Richard Koche, Ravindra B. Chalamalasetty, Daniel N. Stephen, Mark W. Kennedy, Zhimin Lao,
Yunong Pang, Ying-Yi Kuo, Moonsup Lee, Francisco Pereira Lobo, Xiaofeng Huang, Anna-Katerina Hadjantonakis,

Terry P. Yamaguchi, Kathryn V. Anderson, Alexandra L. Joyner*

INTRODUCTION: Cilia are thin hairlike structures that project from
most cells and provide critical functions during embryogenesis.
There are two types of cilia: Primary cilia are present in one copy
per cell and involved in signal transduction and sensation, whereas
motile cilia are present in multiple copies on terminally differentiated
cells and specialized for cell motility or regulating fluid flow. Cilia
consist of hundreds of distinct proteins, and most are shared by
both cilia types, though there are additional proteins specific to
motile cilia. Human mutations in genes involved in cilia structure
and function (cilia genes) cause developmental abnormalities,
termed ciliopathies, that include hydrocephalus and situs inversus.
Despite the importance of primary cilia, whether there are specific
transcription factors (TFs) that regulate cilia gene expression has
not been determined.

RATIONALE: We reasoned that there is a TF family that coordinately
regulates expression of many cilia genes and that these TFs are
up-regulated in ciliated cells. Yolk sac visceral endoderm (YsVE) is
one cell type in the mouse embryo that does not have cilia. We
took a multiomics approach to identify the putative cilia TFs by
comparing single-cell RNA and transposase-accessible chromatin
sequencing data from YsVE to three cell types with primary cilia in
early mouse embryos. We then analyzed mouse gain- and loss-of-
function mutants and similar embryonic stem cells (ESCs) to
examine whether one TF family promotes cilia formation.

RESULTS: A shared set of cilia genes were found to be up-regulated
and to have open chromatin in ciliated gut visceral endoderm
and mesoderm cells versus in YsVE cells. TFs SP5 and SP8 were
found to preferentially bind to the shared cilia genes, and

SP5 and SP8 are necessary and A i
sufficient to drive primary cilia 1
formation. (A) In the visceral L

many cilia genes were down-regulated in mouse ESC-derived
gastruloids upon loss of Sp5 and Sp8 and up-regulated in YSVE
upon misexpression of SP8. The SP5 and/or SP8 target genes
included TF families previously shown to induce motile cilia-
specific genes. Mouse mutant embryos lacking Sp5 and Sp8 had

a decrease in the proportion of cells with primary cilia across

cell types, and the remaining cilia were shortened. Similarly,
motile cilia frequency, number per cell, and length were decreased
in the developing lungs and brain. Reflecting the broad defect in
cilia formation, the mutant embryos had morphological defects
seen in ciliopathy patients. Lastly, we found that misexpression of
SP8 was sufficient to induce primary cilia in YsVE and unciliated
endoderm SCs in culture.

CONCLUSION: Our study of the transcriptional regulation of cilia
genes reveals that SP5 and SP8 bind to and induce many primary
cilia genes and genes encoding TFs that regulate motile cilia-
specific genes. In addition, Sp5 and Sp8 are required for proper
primary and motile cilia formation across cell types in mouse
embryos. A single TF, SP8, is sufficient to induce primary cilia in
unciliated endoderm cells. These findings indicate that SP5 and
SP8 are at the top of a transcriptional network that activates
primary and motile cilia genes but are only sufficient to induce
primary cilia. SP5 and SP8 are therefore candidate human
ciliopathy genes. [J

*Corresponding author. Email: jollylyw@163.com (Y.L.); joynera@mskcc.org (A.L.J.)
Cite this article as Y. Liang et al., Science 389, eadt5663 (2025). DOI: 10.1126/
science.adt5663
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are required for the formation of
primary and motile cilia in embryos
(top). Ectopic expression of SP8is
sufficient to induce cilia in normally
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Heavily polluted Tijuana River drives regional

air quality crisis
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author affiliations:
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Benjamin Rico, Kelley C. Barsanti, William C. Porter, Karolina Cysneiros de Carvalho, Paula Stigler-Granados,

Kimberly A. Prather*

INTRODUCTION: The Tijuana River watershed is the epicenter of an
environmental and public health crisis. For decades, millions of
gallons per day of untreated sewage, industrial waste, and contami-
nated runoff have been released into the river, subsequently flowing
through the Tijuana River Estuary and into the Pacific Ocean. These
heavily contaminated waters recently caused nearly 1300 consecu-
tive days of Southern California beach closures, negatively affecting
both public health and the economy. Whereas health concerns have
typically focused on direct exposure to contaminated waters, this
study addresses the often-ignored impact of polluted waters on air
quality. Pollutants are transferred from water to air—a process that
is enhanced by turbulent flows—where they can be dispersed over
tens of kilometers. As water pollution increases globally, under-
standing the atmospheric consequences of contaminated water
bodies is critical to safeguarding public health.

RATIONALE: In summer 2024, even in the absence of rain, waste-
water flows surged to millions of gallons per day, enhancing
water-to-air transfer of hydrogen sulfide (H,S)—a toxic gas and key
sewage tracer—and other hazardous gases. Despite community
concerns, the pollutants causing malodors and adverse health
effects had never been identified or quantified. In this study, we
combined advanced measurements and trajectory modeling to
demonstrate that poor water quality can substantially affect air
quality, highlighting inhalation as a major exposure pathway while
validating long-dismissed community voices.

RESULTS: Neighborhood-based nighttime H,S levels near a riverine
hotspot located at the Saturn Boulevard river crossing peaked at
4500 parts per billion (ppb)—with hourly averages orders of magnitude
above typical urban levels (<1 ppb) and California’s 1-hour ambient air
quality standard (30 ppb). A sudden wastewater diversion abruptly
reduced peak nighttime flows from between 40 and 80 million gallons

Turbulence in polluted waters transfers
contaminants to the air. Culverts at

the Saturn Boulevard river crossing
generate high turbulence, enhancing
water-to-air transfer of toxic wastewater
pollutants.

Science 28 AUGUST 2025

per day (MGD) to <5 MGD. H,S levels and odor reports were strongly
correlated (correlation coefficient 7 = 0.92), both sharply decreasing
(~95%) after the wastewater diversion. The strong correlation supports
that the turbulent riverine hotspot was the dominant source of
malodors and H,S. Air samples collected before and after the diversion
also identified numerous compounds with known toxicity that
decreased in abundance after the wastewater diversion, underscoring
that exposure is not limited to a single toxic gas. An air trajectory
model was able to reproduce the observed H,S trends only when
meteorology and river flows were represented, further supporting the
riverine hotspot as the primary source. The model demonstrated the
potential for widespread dispersion of airborne pollutants well beyond
the edge of the contaminated Tijuana River.

CONCLUSION: Communities along the Tijuana River Valley have
endured decades of environmental pollution, with a public health
crisis now clearly linked to airborne exposure of wastewater-derived
pollutants. Such prolonged exposure without adequate protection or
timely intervention highlights an environmental injustice that
demands action. Immediate actions—such as diverting wastewater
away from the Tijuana River and implementing localized air
monitoring—can sharply reduce toxic exposures, but long-term
solutions require upstream treatment infrastructure, strengthened
regulatory oversight, and binational collaboration to reduce
pollutant discharges at their source. As the number of heavily
polluted water bodies grows with ever-increasing inputs, ignoring
water-to-air contaminant emissions in air quality management
allows hidden risks to persist. Recognizing and addressing this
airborne exposure pathway is critical to protecting vulnerable
populations and advancing global health equity. [J

*Corresponding author. Email: kprather@ucsd.edu Cite this article as B. Rico et al.,
Science 389, eadv1343 (2025). DOI: 10.1126/science.adv1343
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Septal LYVEI" macrophages control adipocyte

stem cell adipogenic potential

Xiaotong Yut, Yanan Hu1'|-, etal.

INTRODUCTION: Adipose tissue (AT) is a dynamic organ composed

of lipid-storing adipocytes, adipocyte stem cells (ASCs), and resident
immune cells. Macrophages are among the most abundant immune
cells in AT and, depending on the physiological context, can
maintain tissue function or drive inflammation. Prior studies have
characterized inflammatory macrophages in obesity, but the identity
and role of resident macrophages under steady state and their
interaction with stromal populations is poorly understood. Recent
evidence indicates that macrophage specialization may extend
beyond tissue-level niches into more refined “subtissular” compart-
ments. Whether such localization impacts AT macrophage identity
and function has remained unresolved.

RATIONALE: We hypothesized that subtissular macrophage niches
within AT serve as instructive hubs for ASC fate specification. Using
spatial, transcriptomic, and functional analyses in mice and
humans, we investigated whether specific macrophage subsets
localized to defined AT compartments, interacted with progenitor
cells, and regulated adipogenesis.

RESULTS: We defined three distinct AT macrophage (ATM) popula-
tions based on their subtissular localization and molecular signatures:
parenchymal (pATMs), capsular (cATMs), and septal (SATMs). The
sATMs, characterized by the expression of CD209b and LYVE1
(CD209b*LYVE1"), were selectively enriched in intralobular septa, a
dense collagen- and hyaluronan-rich structure traversing adipocyte
lobules, in close proximity to early CD26 expressing ASCs
(ASCSCD26+). These sATMs were primarily embryonic-derived,
long-lived, and distinct from monocyte-derived, inflammation-
associated ATMs. In response to a high-fat diet (HFD) challenge,
sATMs remained spatially restricted and resisted monocyte
replacement whereas pATMs increased in number through both
local proliferation and monocyte influx. Selective genetic depletion
of SATMs using a Cd209b-driven DTR model enhanced thermogen-
esis, WAT beiging, increased oxygen consumption, and protection
from HFD-induced obesity, independently of food intake. These
mice also exhibited improved glucose tolerance and insulin
sensitivity, along with reduced liver steatosis.

Single-cell and bulk RNA-seq of AT stromal fractions identified
ASCseP¥+ a5 highly proliferative, early progenitors localized in the
septa. Upon sATM depletion, ASCEP26+ frequency declined, and their
transcriptional profiles shifted toward a thermogenic, brown/beige
fate. Ligand-receptor interaction modeling pinpointed TGFf1 as a
signal derived from sATMs that acted on ASCs via TGFpR1/2.
Specific deletion of TgfbI in LYVE1" or TIM4* macrophages in vivo
recapitulated sATM depletion phenotypes. In vitro, ASCsP?* from
TGFp1-deficient mice showed impaired white adipogenic differentiation
and greater capacity for thermogenic conversion.

We identified a conserved population of CD206*LYVEI" human
septal ATMs (hsATMs) in obese patients, expressing high levels of
TGFBI and residing adjacent to CD267CD55" early human ASCs
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Spatially distinct macrophage niches govern adipogenesis. White fat is
organized into three anatomical compartments—septum, capsule, and
parenchyma—each containing distinct populations of adipose tissue macrophages
(ATMs). Septal macrophages (SATMs) are positioned in close contact with a
population of early fat stem cells expressing CD26 (ASCsCD26+) within the septal
niche. This spatial association enables sATMs to guide stem cell fate through
TGFp1 signaling, promoting the formation of energy-storing white fat cells.

[Figure created using BioRender.com]

(hASCsCP26+), Multiplex imaging confirmed close physical proximity
between hsATMs and hASCs®P?* within septal zones of human WAT.

CONCLUSION: Subtissular localization may be a critical determinant
of macrophage function and positions the adipose septum as a
discrete immunometabolic niche essential for tissue remodeling.
Our findings define a spatially confined niche containing resident
macrophages and stem cells within the septum of white adipose
tissue that governs adipose tissue plasticity and energy balance.
Septal ATMs provided localized TGFp1 signals that direct early
adipocyte progenitors toward white adipocyte differentiation while
restraining thermogenic potential. Depletion or functional inactiva-
tion of this SATM niche shifted the ASC fate toward beige adipogen-
esis, enhanced energy expenditure, and conferred systemic
metabolic benefits in obesity. This regulatory axis between septal
resident macrophages and adipocyte progenitors develops under-
standing of immune-stromal cross-talk in metabolic tissues.
Targeting the SATM-TGFp1-ASC axis may offer therapeutic strate-
gies to boost WAT beiging and counteract obesity and insulin
resistance without triggering inflammation. [J

Corresponding author: Svetoslav Chakarov (svetoslav_chakarov@shsmu.edu.cn);
Florent Ginhoux (florent_ginhoux@immunol.a-star.edu.sg) tThese authors contributed
equally to this work. Cite this article as X. Yu et al., Science 389, eadg1128 (2025).
DOI:10.1126/science.adgl128
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Seismic evidence for a highly
heterogeneous martian mantle

Constantinos Charalambous'*, W. Thomas Pike?, Doyeon Kim?,
Henri Samuel®, Benjamin Fernando*®, Carys Bill?®,
Philippe Lognonné3, W. Bruce Banerdt’t

A planet’s interior is a time capsule, preserving clues to its early
history. We report the discovery of kilometer-scale
heterogeneities throughout Mars’ mantle, detected seismically
through pronounced wavefront distortion of energy arriving
from deeply probing marsquakes. These heterogeneities, likely
remnants of the planet’s formation, imply a mantle that has
undergone limited mixing driven by sluggish convection. Their
size and survival constrain Mars’ poorly known mantle rheology,
indicating a high viscosity of 10%! to 10*' pascal-seconds and
low temperature dependence, with an effective activation
energy of 70 to 90 kilojoules per mole, suggesting a mantle
deforming by dislocation creep. The limited mixing, coupled
with ubiquitous, scale-invariant heterogeneities, reflects a
highly disordered mantle, characteristic of the more primitive
interior evolution of a single-plate planet, contrasting sharply
with the tectonically active Earth.

A planet’s mantle, situated between its crust and core, holds clues to
planetary origin and evolution. On Earth, ancient mantle heteroge-
neities, identified through the isotopic signatures of lava erupted at
hot spot volcanoes and fed by mantle plumes, may be remnants of
an early magma ocean (7, 2) or core-mantle interactions (3). However,
widely distributed passive mantle heterogeneities are unlikely to
have survived 4.5 billion years of convective stirring (4), unless their
physical properties differ considerably from the convecting mantle
(56-7). Today, the dominant source of mantle heterogeneity instead
arises from ongoing subduction of oceanic lithosphere driven by
plate tectonics, which, although observable seismically (8, 9), offers
limited insight into Earth’s early mantle history (4, 8, 10, 1I).

By contrast, Mars is a smaller, single-plate planet (12). It likely
convects less vigorously with more limited mixing of its primordial
components (13) beneath a crust decoupled from mantle dynamics
(12). As a result, Mars is expected to retain a more complete record
of its early interior processes compared with Earth (14), potentially
shedding light on the evolution of terrestrial planets (15). Although
the heterogeneity in the martian mantle can be locally inferred from
chemical and isotopic variability in achondritic meteorites (14), seis-
mic studies offer the opportunity to examine present mantle hetero-
geneity at the planetary scale.

Martian seismic observations
Seismic data from NASA’s InSight mission (16), gathered from mars-
quakes, has greatly advanced our understanding of Mars’ interior.
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Whereas initial analyses led to foundational interior models of Mars’
large-scale velocity structure (17), recent studies have also uncovered
smaller-scale velocity perturbations in the planet’s lithosphere —the
rigid outer shell of crust and shallow mantle —offering new insights
into its scattering and absorption properties (18, 19). As seismic
waves traverse a planet’s interior, they scatter upon encountering
compositional and structural heterogeneities on scales comparable
to their wavelengths. When finer-scale heterogeneities are prevalent
and densely distributed, this scattering intensifies at higher frequen-
cies, causing the seismic wavefront to distort and lose coherence,
manifested as a systematic time delay in the wavefront’s arrival
(20-22). Owing to Mars’ smaller circumference, the seismic wave-
front remains detectable at higher frequencies over greater epicen-
tral distances and at relatively greater depths within the planet as
compared with Earth (23), allowing the identification of finer-scale
heterogeneities preserved across the planet’s mantle.

We report that seismic wavefronts exhibit such distortion when
propagating through Mars’ mantle —defined hereafter as its portion
below the lithosphere —with an apparent delay in high-frequency
arrivals that systematically increases with event epicentral distance.
This allows us to place new constraints on the fine scattering struc-
ture of the martian mantle. The time delay is only apparent in distant
broadband events that traverse longer mantle raypaths, compared
with lithospheric paths from those located nearer to the InSight
lander (Fig. 1). Eight seismic events—S0264e, S0421a, S0424c,
S$1000a, S1094b, S1102a, S1153a, and S1415a, labeled by mission Sol
(martian day) of detection—preserved their wavefronts up to 8 Hz
across epicentral distances ranging from ~57° to 126.7° (~3400 to
7500 km) (24).

We focused our analysis for each event on a short time window
around the arrival of the P wavefront. After this window, the seismic
energy profile is increasingly affected by poorly constrained, intrinsic
attenuation of the martian mantle [(23) and materials and meth-
ods sections 1 and 2]. The nearest and farthest events correspond
to two large meteorite impacts with precise locations determined
from observed craters (25, 26). Mid-distance events were esti-
mated with differential travel times of the first-arriving P and S waves,
using existing Mars velocity models [(27) and materials and meth-
ods section 1].

On the basis of raypaths for these events, we found that the ap-
parent P-wave time delay correlates with the path length traversed
beneath the lithosphere, reaching a maximum depth of ~1400 km for
the deepest-probing event (S1415a; Fig. 2). By contrast, marsquakes
with epicentral distances ~<50°, consistent with paths largely con-
fined to the lithosphere, show no notable delay attributable to this
layer, despite traveling longer paths through the lithosphere com-
pared with deep-diving events (Figs. 1 and 2). Although S-wavefront
arrivals for these events also exhibit apparent delays at lower fre-
quencies compared with P wavefronts, as expected, interference from
extended P-coda energy prevents their robust estimation (figs. S7
and S8 and materials and methods section 1.2).

Diffusion modeling of seismic-wavefront propagation

We modeled the apparent delay using a simple diffusion theory (28),
attributing it to multiple scattering by mantle heterogeneities that
disrupt the P wavefront (Fig. 3A). For the frequency-dependent
delay observed from 2 to 8 Hz for P-wave mantle velocities [v, ~ 8 to
9.5km s™! (17)], the dominant wavelength A corresponds to a heterogene-
ity length scale, 8, of 1 to 4 km, which is also consistent with the
observed S-wave delay (materials and methods section 1.2). We char-
acterized the heterogeneity number density distribution using a
power law n(8) ~ 5P (29), where D, the fractal dimension (ranging
from O to 3), quantifies the disorder and spatial-filling properties of
the heterogeneity (Fig. 3A). The frequency-dependent scattering
mean free path (p) then varies as p(f) ~ 8P2.
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Fig. 1. Contrasting seismic P wavefronts for propagation paths in the mantle versus lithosphere. (A) Close-up spectrogram (total power) comparison of the P wavefront
from events SO0756a and S0421a (color-scale matched), with corresponding raypaths shown in (B). SO756a, a broadband-energy event located at ~37°, exhibits a P wavefront with

no frequency-dependent delay, representative of all events with seismic wave propagation confined to the lithosphere. By contrast, SO421a at ~68° exhibits a P wavefront with
an increasing delay at higher frequencies, representative of broadband-energy events at larger teleseismic distances beyond 50°, with raypaths predominantly traversing the
mid- to lower mantle. Data up to 8 Hz are derived from the InSight lander’s very-broadband (VBB) seismometer; the short-period (SP) seismometer extends the frequency range
to 10 Hz. The grayscale inset displays the corresponding coherograms, showing coherence as a function of time and frequency between the SP and VBB signals (20 samples
s7™1), with seismic energy rising above the largely incoherent background noise. The dashed white line indicates the P-wave frequency-dependent arrival, determined

independently through noise analysis (materials and methods section1.1).

Fig. 2. Seismic event raypaths and frequency-dependent P-wavefront
delays. (A) Ray propagation paths for all analyzed events (epicentral
distance >50°). Green raypaths represent events with confirmed [S1094b,
S1000a (25,26)] or estimated [S1102a (24)] back azimuths, with S1102a
located nearly on the opposite side of the planet from the others. Black paths
represent the events that lack back-azimuth estimates, depicted in a 2D
plane based on Mars' interior structure (17). Heterogeneity is depicted only
for the mid- to lower mantle, as constrained by this study. (B) Observed
relationships of the apparent P-wavefront delay across different frequencies,
plotted relative to the 2 to 2.4 Hz band, as a function of epicentral distance.
For epicentral distances ~<50°, propagation remains lithosphere-bound with
minor delays within the error bars, marking a transition where delay trends
converge. The background color transition corresponds to depth-layer
transitions in (A). Error bars represent delay uncertainties derived from
various complementary approaches (materials and methods section1.1). The
lighter vertical strip at ~100° epicentral distance delineates the P-wave
shadow zone, where rays repropagate through the lithosphere by reflecting
midway off the surface as PP waves. This boundary extends to the point
where PP waves begin to penetrate the mid-lower mantle, with only the
S1000a impact located in this region. The top bar indicates bottoming
depths corresponding to epicentral distances.
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Seismic wavefront propagation through a scattering mantle can
be parameterized by a frequency-dependent diffusivity, d(f) =
vp(f)/3. For a mantle propagation length (L), the diffusion time
scales as L%/d(f), characterizing the time required for the diffusive
wavefront to traverse this scattering medium, in which the mantle-
specific contribution to the delay is isolated. The relative time delay,
At(f), compared with the first observed wavefront arrival, reflects
the additional diffusion time induced by increased scattering
of higher-frequency energy within the mantle wavefront due to
smaller mean free paths and is given by At(f) ~ L>f D=2 (materials and
methods sections 2.1 and 2.4). Following (30), we attribute this ad-
ditional, frequency-dependent diffusion time of our deeply diving
events solely to scattering in the mantle, because for these events
only a small portion of the raypath is in the strongly scattering crust.
Our diffusion model then gives a best fit to all events when D = 2.9 +
0.1 (Fig. 3, B and C, and fig. S9). That consistent patterns in the
apparent delayed wavefronts are observed from different azimuths
across these event locations (24-26), and are described by this single
value of D, implies that mantle heterogeneities are not regional but
rather uniformly distributed throughout the planet’s interior.

Our simple diffusion model treats Mars as a single heterogeneous
medium, a simplification that requires justification if applied at
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Fig. 3. Modeling seismic-wavefront delays: fractal heterogeneity, diffusive propagation, and P-wavefront fits.

(A) Schematic (not to scale) of the diffusive propagation model with a fractal size distribution of scatterers (depicted only
in the mantle), with D approaching 3, indicative of a highly fragmented medium (29). The wavefront is multiply scattered,
predominantly at heterogeneity size & with mean free path ;. L is the path length within the mantle. (Bottom left)
Paradigmatic model of fractal fragmentation (29) retaining approximately one block or less at each length scale, yielding
D ~ 2.9, indicative of volume-filling fragmentation. (Bottom right) Synthetic random fields of a heterogeneous medium
with spatial fractal dimensions of D = 3,D =2, and D = 1, where D = 3 exhibits maximum complexity. Lower D values
indicate insufficient small-scale structure to explain the increasing high-frequency wavefront delay (materials and
methods section?2), because for D < 2, larger-scale structures dominate, resulting in a smoother medium. (B) The
frequency-dependent relative delay, At, of P-wave arrivals scales linearly with increasing diffusion time, driven by lower
diffusivity at higher frequencies relative to the reference frequency fo, here set by the best-fit model at D = 2.9. The left
panel shows ensemble data collapsing onto a master linear curve for diffusion-time scaling, and the right panel presents
individual model fits. (C) Total-power spectrograms for five high signal-to-noise events, ranging from ~57° to 126.7°
epicentral distance, capturing increasing wavefront distortion. White dashed lines show P-wave frequency-dependent
delayed arrivals averaged from best-fit particle-based simulations, and the shaded areas represent the best-fit diffusion
model where D = 2.9, accounting for variations in propagation lengths L across different interior models (materials and

methods sections 1 and 2).
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the planetary scale. Thus, to confirm the results for a more realistic
model of the planet that incorporates Mars’ boundary conditions and
existing velocity profiles, we compared the diffusion-model results
to particle-based numerical simulations (31) (Fig. 3C and materials and
methods section 2). Agreement between both models confirms that the
high-frequency seismic wavefront in the martian mantle can be treated
as primarily diffusive, driven by small-scale heterogeneities that were
previously unaccounted for in studies modeling the mantle as homo-
geneous (I8, 19). Notably, scattering in the lithosphere alone cannot
account for the large frequency-dependent delay times observed in the
P wavefront (materials and methods section 2.2). This good agreement
also corroborates the weak intrinsic attenuation of the martian mantle
beneath the lithosphere —which is consistent with geodynamic constraints
[(2) and materials and methods section 2]—and aligns with both the high-
entropy characteristics (32) and highly diffuse nature observed in high-
frequency marsquake waveforms (17, 18).

Heterogeneity in the martian mantle
The self-similar nature of the heterogeneity, characterized by a spa-
tial power spectrum with D ~ 3, implies that Mars’ mantle scatterers
occupy nearly equal volumes over a range of length scales, giving
a single-valued root-mean-square (RMS) velocity perturbation of
~0.6 to 1% with a correlation length of
1 km (materials and methods section 2).
-9 On Earth, RMS velocity perturbations of
similar magnitude, inferred from scat-
tered waves probing short-scale mantle
heterogeneity, are typically associated
with subducted lithospheric remnants
with sampling wavelengths >8 to 10 km
(8, 9, 31, 33-35), reflecting the recycling
of material in a convecting mantle.
By contrast, the absence of recycling
in Mars’ mantle implies the preserva-
tion of a source that predates the sealing
of the planet’s interior under a single
plate. The lack of a preferred scale length,
coupled with the uniformity and ubiquity
of the observed heterogeneities as the
fractal dimension approaches its upper
physical limit, corresponds to a martian
mantle that has evolved toward near-
maximum entropy [e.g., (36—38)]. This
sustained state of high disorder and
complexity [e.g., (36)] likely reflects the
planet’s early processes and subsequent
evolution as a closed system.
Considering its long-term survival be-
neath a stagnant lithosphere, the pres-
ent heterogeneity is almost certainly
compositional in nature because short-
scale thermal anomalies would have
rapidly diffused away without regenera-
tion [e.g., (33)]. With a thermal diffusivity
of x ~ 1078 m? s7! (39), the diffusion length
scale over geological times (¢ ~ 4.5 billion
years) is given by \/K_t,corresponding to
several hundreds of kilometers, a scale
that is at least one order of magnitude
larger than the characteristic size of
thermal anomalies induced by solid-
state convection in the martian mantle
(15). From a geodynamic perspective, the
uniform distribution of these composi-
tional heterogeneities throughout the
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Fig.4. Evolution of mantle heterogeneity size range (5) under varying convective
stirring conditions. The seismically inferred size range of present heterogeneity is
highlighted in lavender. Convective stirring progressively reduces heterogeneity size
over time (Gyr, billions of years) but remains well above the much slower regime of the
solid-state diffusion limit (v/x £ ~1m; ke =1x 1077 m?s™%, the solid-state mantle
chemical diffusivity, shown in green), below which chemical diffusion would
homogenize heterogeneities (11). For high mantle viscosity (no = 10*' Pa s, shown in
orange), heterogeneity sizes overlap with the present seismically inferred range. By
contrast, a mantle that is 10 times less viscous (1o = 10> Pa s, shown in gray)
undergoes stronger convective stirring, resulting in heterogeneity sizes that are
substantially smaller than those observed seismically. See materials and methods
section 3 for further modeling details.

mid-lower mantle implies near-neutral buoyancy; even a modest (a
few percent) density difference would result in rapid vertical segre-
gation (4).

Origin of the heterogeneities

The scaling exponent of the heterogeneity that we have identified,
just <3, is characteristic of the injection of energy sufficient to disrupt
the coherency of its parental material (29). This energy could originate
from catastrophic events, such as giant impacts [e.g., (40)] with either
additional or subsequent intensive mixing of magmas driven by melt-
ing and crystallization [e.g., (36, 4I)]. Both processes would initially
generate self-similar fractal distributions (29, 36, 41). Once established,
chaotic mantle convection plays a crucial role in maintaining these
distributions through the self-similar cascade induced by repeated
cycles of stretching and folding (29, 36, 42). Although these convective
forces alter their scale, the persistence of the fractal exponent indi-
cates that the mantle’s evolutionary processes have neither homog-
enized these structures nor reduced their dimensionality through
mechanisms such as fine-scale layering. Instead, convective stretching
has progressively reduced the length scale of the heterogeneities,
while folding has reorganized them volumetrically within the mantle,
thereby preserving the fractal structure (43).

Consequently, the formation and present-day ubiquity of these
heterogeneities can likely be attributed to a combination of giant
impacts and planet-scale dispersal driven by convective mixing. A
giant impact from a large, differentiated projectile, as proposed for
Earth (7), would initially produce either regional or global heteroge-
neity [e.g., (12, 40, 44)], with induced episodic subduction [e.g., (45)]
entraining fragments of the projectile and early crustal materials
into the primordial mantle. The extreme energy of such impacts is
expected to produce fragments with a scaling exponent close to 3
(29), which would be dispersed throughout the mantle by convection
[e.g., (11, 44) and materials and methods section 3]. Additionally,
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solidification of the impact-induced magma ocean would introduce
marked compositional variations into the mantle, even if the impac-
tor itself were undifferentiated (12). Such early sources of heterogene-
ity are consistent with achondritic meteoritic compositions (74)
arising from magma-ocean crystallization and solidification during
the first tens of millions of years of the Solar System, an epoch associ-
ated with crust formation on Mars [e.g., (12, 40)]. The global signa-
ture of mantle heterogeneity thus reflects the combined effects of
giant exogenic impact-driven sources and subsequent endogenic
mantle processes, underscoring the pivotal role that these events
played in shaping Mars’ mantle and its geological history.

Implications for evolution of Mars’ interior
Regardless of their origin, the extent to which remnants of primordial
compositional heterogeneity have been preserved beneath Mars’
stagnant lid quantifies the convective vigor of its mantle [e.g., (13)].
Convective motion progressively reduces heterogeneity size through
deformation (42) with a vigor inversely proportional to mantle viscosity;
a more viscous mantle mixes heterogeneities less efficiently, allowing
them to persist longer. Unlike Earth, where indirect approaches such
as postglacial rebound provide viscosity constraints (46), Mars’ mantle
viscosity is poorly understood, with no constraining measurements
to date. We can exploit the Arrhenius relationship governing mantle
creep (47) to constrain key rheological parameters: reference mantle
viscosity, 1o, effective activation energy, E*, and activation volume,
V*, allowing for the persistence of such heterogeneity. To do this, we
also considered Mars’ thermal history by exploring a broad range of
martian mantle rheological and thermochemical histories through
thermal evolution modeling [(2, 48) and materials and methods sec-
tions 3 and 4]. We found that the survival of nearly neutrally buoyant
primordial heterogeneities over 4.5 billion years of evolution (materials
and methods section 4), at scales of ~1 to 4 km (as inferred from our
seismic scattering analysis), requires sluggish convection in a highly
viscous martian mantle (Fig. 4 and materials and methods section 3).
Specifically, this requires a high reference viscosity (1o = 102" to
102 Pa s), a high pressure dependence (V* = 8 to 9 cm® mol™), and
a small temperature dependence of viscosity: E* = 70 to 90 kJ mol ™.
The low effective activation energy (E*) implies that the martian
mantle deforms (at a strain rate) within a dislocation creep regime,
where viscosity exhibits a power-law dependence with deformation:
1" « ¢ with a power-law index n = 3.5 (47), which corresponds to
an intrinsic value of activation energy E = n E* = 245 to 315 kJ mol ™
(49). This sluggish mantle rheology is consistent with estimates
constrained by the thermal-orbital evolution of Mars-Phobos, which
suggest 1o = 10*22* %5 Pa s and E* = 80 + 20 kJ mol™! (48). These
estimates correspond to present-day effective viscosities near 10% Pa s
(fig. S13B), indicating a martian mantle considerably more sluggish
than Earth’s upper mantle, whose estimated viscosity ranges between
10%° and 10 Pa s (46, 50). Because the viscosity of silicates decreases
with increasing water content (47), such a difference suggests drier
conditions prevailing in Mars’ mantle compared with Earth’s.
Whereas Earth’s early geological records remain elusive (1), the
identification of preserved ancient mantle heterogeneity on Mars
offers an unprecedented window into the geological history and ther-
mochemical evolution of a terrestrial planet under a stagnant lid,
the prevalent tectonic regime in our Solar System (51); this evolution
holds key implications for understanding the preconditions for habit-
ability of rocky bodies across our Solar System and beyond.
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RESTORATION ECOLOGY

Yellowstone’s free-moving
large bison herds provide a
glimpse of their past

ecosystem function
Chris Geremia't, E. William Hamilton?*{, Jerod A. Merkle®

Although momentum is building to restore bison across North
America, most efforts focus on small, managed herds, leaving
unclear how large, migrating herds shape landscapes and
whether their effects enhance or degrade ecosystems. We
assessed carbon and nitrogen dynamics across the northern
Yellowstone ecosystem, where one of the last remaining large
migratory populations resides. Bison stabilized net
aboveground production while accelerating nitrogen turnover,
increasing aboveground nitrogen pools while carbon pools
remained stable, which improved landscape nutritional quality.
Effects were strongest in wet, nutrient-rich habitats that
received higher bison densities and grazing than is
recommended in rangeland management, while soil and

plant conditions suggested landscape resilience. Restoration
should embrace heterogeneity in densities and effects across
habitats and spatial scales beyond those guiding most
current recovery efforts.

Migratory bison are, for all practical purposes, functionally extinct
across their former range in North America (7, 2). Bison were driven
to near extinction in the late 1800s by market hunting, US military
campaigns, and policies aimed at undermining Indigenous com-
munities by destroying their primary food source. It is difficult to
imagine the scale of the migrating herds before their decline.
Historical accounts provide some illustration—Lewis and Clark es-
timated a herd of 20,000 bison in South Dakota in 1806, Thomas
Farnham described a herd covering 3500 km? on the Santa Fe Trail
in 1839, Colonel Richard H. Dodd encountered a herd of 3 million
animals stretching 24 km wide by 40 km long along the Arkansas
River in 1871, and Lakota oral histories measured herd size by the
number of days it took them to pass (3, 4). Today, there are about
400,000 bison, 95% of which are privately owned and raised for
production, with an average herd size of 175 animals (5). The remain-
der exist in conservation herds averaging around 300 individuals,
almost universally managed in constrained areas with strict limits
on numbers and movements.

Research focused specifically on bison demonstrates that they can
increase habitat heterogeneity, shape plant communities, and influ-
ence ecosystem functions such as nutrient cycling and productivity
(6-10). But their role in large, migrating herds across broader land-
scapes remains poorly understood because today’s bison are largely
confined to ranches, refuges, reservations, and parks. Restoring this
role would require recognizing that migratory bison systems operate
differently than conventional grazing management frameworks. These
frameworks regulate the timing and intensity of grazing to improve

ellowstone National Park, National Park Service, Mammoth, WY, USA. *Department of
Biology, Washington and Lee University, Lexington, VA, USA. *Department of Zoology and
Physiology, University of Wyoming, Laramie, WY, USA. *Corresponding author. Email:
hamiltone@wlu.edu {These authors contributed equally to this work.
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soil carbon storage and maintain desired plant communities (77-15).
By contrast, historic bison migrations likely acted as a major ecological
force, interacting with fire to create spatial and temporal heterogeneity
(7). A bison-dominated North America was likely a heterogeneous
landscape with highly concentrated impacts that might be perceived
as degraded when viewed through the lens of modern grazing manage-
ment (16, 17).

Research from the Serengeti ecosystem, supported by plot-level ex-
periments in North American tall and shortgrass prairies, African
savannahs, and Tibetan alpine meadows, shows that grasslands are
resilient to intensive grazing by native herbivores (18-25). This resil-
ience arises from complex interactions among grazers, plants, and soil
microbes that alter plant stoichiometry, primary production, nutrient
cycling, and plant composition (26-33). Moreover, migratory animals
move intentionally to exploit ephemeral foods (34, 35), and the timing
and amount of grazing in these areas may play a critical role in shap-
ing animal feedbacks on soil and plant conditions (36). One notable
trait of aggregate grazers, such as bison and wildebeest, is their pro-
pensity to create grazing lawns—heavily grazed areas characterized
by short, nutritious vegetation that supports a diverse array of plant
and animal species (7, 37).

Restored bison migration enables analysis of grazing and
nutrient dynamics

Restored bison migrations in the northern Yellowstone ecosystem now
offer a rare opportunity to study how large herbivores shape grazing
patterns and nutrient dynamics across a heterogeneous landscape. For
more than 150 years, the Yellowstone area has served as a model for
ecosystem restoration amid geographical, political, and societal con-
straints. It spans approximately 90,000 km? in the western United
States. Through a series of evolving management strategies—including
extirpation, reintroductions, control, and land use practices such as
cultivation, hay production, and feeding wildlife —top predators and
large herbivores such as wolves and bison (now occupying about 10%
of the area) were restored to this landscape. Large herbivore popula-
tions, particularly elk and bison, fluctuated in response to these strate-
gies (38). Since the 1960s, management within the park emphasized
minimal human intervention, culminating in the restoration of a full
predator guild by the late 1990s. Over recent decades, large herbivore
biomass shifted from elk to bison (Fig. 1A). Bison numbers recently
reached a stable winter population size because seasonal migrations
(Fig. 1, B to D) out of the park have exposed them to hunting and
federal removal efforts aimed at limiting range expansion (39).

We assessed grazing and nutrient dynamics across the northern
migratory landscape from 2015 to 2022 by monitoring 16 sites
representing three main habitats: valley bottoms (lawn-forming),
adjacent hillsides (dry), and high-elevation topographically wet habi-
tats (tables S1 and S2). Dry habitats were grazed in spring, fall, and
winter depending on snowpack; lawn-forming habitats were grazed
throughout the growing season; and high-elevation habitats were
grazed from mid-season through season-ending frost. At each site, we
compared natural grazing with grazing exclusion treatments using
a repeated measures analysis of variance (ANOVA) design (40).
Camera-trap data confirmed that bison were the primary grazers at
these sites, accounting for more than 99% of relative abundance in
lawn-forming habitats, 93% in high elevation habitats, and 77% in dry
habitats (fig. S1).

Bison intensively graze lawn-forming habitats without
depleting plant nitrogen pools

Bison numbers averaged near 3500 across the northern migratory
landscape, utilizing roughly 852 km? annually at an average density
of 4.2 bison km™2 year . However, bison densities demonstrated
significant variation across the migratory landscape during the growing
season (Fig. 2A). The landscape produced an estimated 68 million kg
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Fig. 1. Bison migration is a medley of moving in tempo with plant emergence, sustaining grazing lawns and escaping snow. (A) Bison now account for the majority of
herbivore biomass on Yellowstone's northern range, which has a complete guild of migratory herbivores and their carnivores. (B) Beginning in spring at lower elevations in the West,
bison move in dispersed groups, calving on the move and following the “green wave” of emerging vegetation (36). (C) As they ascend, they gather in larger, coordinated groups
on floodplains and wet grasslands, forming grazing lawns crucial for nurturing calves (36). The longevity of high-quality food on these lawns depends on snowmelt and early
summer moisture, and as they dry, many bison shift to higher elevations and subalpine meadows, exploiting the last of the emerging spring vegetation in Yellowstone. By fall,
bison move westward to escape accumulating snow, pausing at productivity hotspots dictated by terrain. They typically migrate only as far as necessary, often not reaching the
lowest elevations and delaying their arrival in the westernmost areas until late winter (58). (D) The main migratory route in Yellowstone covers about 100 km from west to east in
the northern part of Yellowstone, influenced by varying moisture, productivity, and phenology gradients shaped by the region’s topography.

of net aboveground production (NAP) per year, or ~19,000 kg of NAP
per bison. Bison foraged at varying intensities across their migratory
landscape, because consumption increased linearly with density
[table S3; coefficient of determination (R%) = 0.77]. Growing season
net consumption was notably higher in lawn-forming habitats
(table S4), averaging 135 + 20.8 grams per square meter per season
(n = 12) compared with 19.4 + 3.1 (n = 20) in dry habitats and 66.9 +
20.5 (n ="7) in high-elevation habitats. We defined “month” as the number
of 30-day intervals since snowmelt at each site, thereby approximat-
ing the phenological stage of plant development. Using this defini-
tion, we found a significant interaction between habitat and month
when comparing daily consumption rates across habitats (table S5).
Pairwise comparisons revealed that daily consumption rates were
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similar across habitats in the first month, were higher in lawn-
forming and high-elevation habitats in the second month, and re-
mained higher in lawn-forming compared with dry habitats
thereafter (fig. S2 and table S5). Bison consumed more in areas with
greater NAP (grams per square meter per year), according to a
mixed-effects model relating seasonal net consumption to NAP
(Fig. 2B and table S6). The slope of this relationship was higher in
lawn-forming habitats [0.64 + 0.09; credible interval (CrI): 0.48 to
0.83] than in dry habitats (0.39 + 0.19; Crl: 0 to 0.74) and high-
elevation (0.44 + 0.14; Crl: 0.20 to 0.73) habitats.

Higher bison densities and consumption per unit NAP for lawn-
forming habitats suggest use of lawn-forming habitats beyond expecta-
tions from plant productivity. To understand why, we assessed carbon
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Fig. 2. Bison did not alter plant growth rate through their grazing but decreased
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NAP relationship was significantly higher in lawn-forming habitats (0.64 + 0.09) than
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and nitrogen pools across different grazing areas. We calculated
aboveground plant pools by multiplying total aboveground biomass
by nutrient percentages. A significant three-way interaction among
habitat, grazing treatment, and month affected the aboveground car-
bon pool size (table S7). This interaction was primarily driven by lawn-
forming habitats, where high grazing significantly reduced the
aboveground carbon pool size starting in the second month of the
growing season (fig. S3 and table S7). Other habitats remained unaf-
fected. However, grazing did not similarly impact the aboveground
nitrogen pool size (table S8). Despite substantial bison consumption
of plant material in these habitats, the nitrogen pool size in the re-
maining tissue of grazed plants was comparable to that of ungrazed
plants throughout the summer in all habitats (fig. S4).

Grazing accelerates nitrogen cycling through plant regrowth
and microbial feedbacks

To understand how plants maintained aboveground nitrogen pools
despite intense, repeated grazing, we assessed growth rates and energy
and nutrient flow in both grazed and ungrazed plants across the grow-
ing season. Grazed plants grew at the same rate as ungrazed plants
(Fig. 2C and table S9). Growth rates varied by habitat and month of
the growing season, with faster growth in lawn-forming and high-
elevation habitats and slower growth in dry habitats (fig. S5 and
table S9). Water availability is the primary limiting factor for plant
growth in C3 ecosystems such as Yellowstone (41). Soil moisture levels
were similar between grazed and ungrazed treatments (table S10),
allowing soils to sustain essential growth processes such as exudation,
microbial activity, and nutrient and water absorption (42, 43). Consequently,
as grazed and ungrazed plants grew at similar rates, the tissue removed
by grazing was replaced with nitrogen-rich tissue (41, 44). This led to
an increase in the proportion of nitrogen in aboveground plant tissue
in grazed treatments (Fig. 2D and table S11).

To understand the source of additional nitrogen, we examined
microbial processes that mineralize organic matter into plant-
available forms (30, 31, 45) for at least one 30-day period before
peak biomass for a subset of sites. Grazing significantly increased
microbial mass and ammonia-oxidizing bacteria (Fig. 3, A and B,
and tables S12 and S13). This was accompanied by higher nitrogen
availability, as measured by ion-exchange membranes that integrate
nitrogen flux over time (Fig. 3C and table S14:). However, mineralized
nitrogen in soil cores was similar between grazing treatments at the
start and end of the 30-day period (table S15), indicating rapid plant
uptake. Total soil nitrogen—including both organic and mineralized
forms—and soil carbon pools were also similar between treatments
(tables S16 and S17). Taken together, these findings suggest that
grazing enhanced nitrogen cycling without altering total soil nutri-
ent stocks.

Bison grazing enhances crude protein availability across the
migratory landscape
By considering the cumulative carbon and nitrogen consumed and
reintegrating these nutrients into aboveground plant pools, we found
that bison increased the aboveground plant nitrogen pool (Fig. 3D and
table S18), while the concentration of carbon in the aboveground pool
remained stable (table S19). The increase in the aboveground nitrogen
pool was most pronounced at the peak of the growing season in lawn-
forming habitats, as indicated by a significant three-way interaction
among grazing treatment, habitat, and month (table S18). Established
correlations between aboveground plant nitrogen and dietary crude
protein for herbivores (46) show that when the aboveground plant
nitrogen pool peaked, grazing provided 156% more crude protein in
lawn-forming habitats, 119% more in dry habitats, and 155% more in
high-elevation habitats.

Classic work by McNaughton and others demonstrated that herbi-
vores could enhance nutrient cycling and create nutritional hotspots

28 AUGUST 2025  Science
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Fig. 3. Bison increased the size of the aboveground nitrogen pool through belowground linkages between microbes and plants. (A) Microbial mass increased in grazed
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(D) Plants in grazed treatments exhibited elevated nitrogen concentration in aboveground tissue (F1 5, = 18.52, P < 0.001; Fig. 2D and table S11), which was then consumed by bison
(Fig.2B and fig. S2). Reintegrating consumed nitrogen into aboveground plant pools resulted in higher aboveground plant nitrogen in grazed treatments as summer progressed,
indicated by a three-way interaction among grazing treatment, habitat, and month (F34,15783 = 8.063, P = <0.001; table S14). Adjusted N pool size is shown for lawn-forming habitats
only. (E) Adjusted N pool size per unit of landscape greenness measured with integrated normalized difference vegetation index (INDVI) was higher in grazing treatments [table S20
(40)]. The relationship in (D) suggested that crude protein provided by the migratory landscape was doubled under grazing. In (A) to (D), the boxes represent the interquartile range,
and asterisks (*P < 0.05, **P < 0.01) indicate significant differences based on post hoc tests of treatment (grazed, ungrazed) effects from ANOVA analysis (40).
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nutrient acceleration, whereas drier areas re-
ceive less grazing and exhibit weaker nutrient
effects. This produces strong spatial variation
in grazing patterns and ecosystem processes,
beyond what climate or topography alone
would generate. Our work shows that spatial
heterogeneity is an intrinsic feature of the
migratory bison system. As this system continues
to change —with bison now dominating the
large herbivore guild (Fig. 1A)—cross-sectional
data across multiple decades indicate that the

Fig. 4. The migratory landscape maintained soil carbon levels and herbaceous plant production, while plant
communities became more diverse over several decades. (A) Soil carbon levels per hectare measured in the 1990s
t0 2000s (45,48) and (B) net aboveground plant production (NAP) measured in the 1980s to 1990s (41,49) were
consistent with the conditions observed during 2015-2021. (C) However, plant diversity increased from the 1960s (50)
to 2017-2021 (table S21). Soil and plant measurements were taken at different sites among periods generally reflecting
dry and wet habitats across the migratory landscape. In each panel, the box represents the interquartile range, and
asterisks (***P < 0.001, ****P < 0.0001) indicate significant differences based on pairwise comparisons.

through grazing, particularly in ecosystems that support grazing lawns
(7,18, 19, 37, 47). We extended this concept to estimate how such effects
scale across a large migratory landscape by developing a linear model
relating aboveground plant nitrogen pools to the Landsat-derived
integrated normalized difference vegetation index (INDVI) and
grazing treatment. We fitted the model to plot-level data (Fig. 3E and
table S20) and applied it to predict aboveground nitrogen pool size
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landscape remains resilient. Soil carbon and NAP measured in the
1990s to 2000s (45, 48) and 1980s to 1990s (41, 49), respectively, were
consistent with observations from 2015 to 2021 (Fig. 4, A and B). Plant
diversity increased from levels recorded in the 1960s (50) to those
measured from 2017 to 2021 (Fig 4C). Bison appear to be sustaining a
dynamic grassland system that challenges the conventional emphasis
for managing toward fixed, desired plant communities.
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‘We expect that in grazing lawn habitats where herbivore engineering
is the strongest, additional influences may exist, such as top-down
control over plant composition, fire suppression, and increased diversity
of smaller animals. Such effects are well documented in systems with
large herbivores, which exert outsized effects on ecosystems (24, 25).
Additionally, owing to the substantial overlap of bison with other mi-
grating herbivores (fig. S6) and increased available crude protein, we
suspect that interspecific interactions such as facilitation are occurring
in Yellowstone, similar to those identified in Serengeti National Park
(51), but this has not yet been determined.

The Serengeti provides a valuable reference point, where a fully
protected migratory route supports wildebeest near carrying capacity
(21) and relatively stable predator populations (52). By contrast, only
part of the Yellowstone bison migration route is protected, and
removals outside the park limit bison densities (39, 53). Yet bison are
reshaping nutrient flow, producing effects absent or weaker in more
constrained systems where herbivores are tightly regulated or fenced
(20, 54-56).

The claim that large herbivores have outsized effects on ecosystems
is true (24). However, our findings reinforce that it is not just body
size that matters. Large numbers, high densities, and the freedom to
move across expansive landscapes are all critical (57). Whether it is 1.2
million wildebeest that shape the 25,000-km2 Serengeti ecosystem, or
a half-million caribou migrating >1200 km annually in the Alaskan
tundra, the ecological function of migratory herbivores depends fun-
damentally on their ability to move across landscapes.

To move forward with conserving migratory herbivores and grass-
land ecosystems, we must embrace landscape-scale heterogeneity—not
at the scale of individual ranches or pastures, but at sizes that allow
for thousands of migrating large herbivores to move freely across the
landscape. Our findings emphasize that ecosystems with large native
herbivores, such as bison, can function successfully in today’s world.
Although challenges remain because of habitat fragmentation and
sociopolitical constraints, restoring bison at this scale is not only pos-
sible —it works.
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Architecture of the UBR4
complex, a giant E4 ligase
central to eukaryotic protein
quality control

Daniel B. Grabarczyk'*, Julian F. Ehrmann®2t1, Paul Murphy?,
Woo Seok Yang®, Robert Kurzbauer?, Lillie E. Bell*?, Luiza Deszcz!,
Jana Neuhold®, Alexander Schleiffer, Alexandra Shulkina®>®,
Juyeon Lee3, Jin Seok Shin®, Anton Meinhart?,

Gijs A. Versteeg®®, Eszter Zavodszky’, Hyun Kyu Song®,
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Eukaryotic cells have evolved sophisticated quality control
mechanisms to eliminate aggregation-prone proteins that
compromise cellular health. Central to this defense is the
ubiquitin-proteasome system, where UBR4 acts as an essential
E4 ubiquitin ligase, amplifying degradation marks on defective
proteins. Cryo—electron microscopy analysis of UBR4 in
complex with its cofactors KCMF1 and CALML1 reveals a massive
1.3-megadalton ring structure, featuring a central substrate-
binding arena and flexibly attached catalytic units. Our
structure shows how UBR4 binds substrate and extends
lysine-48-specific ubiquitin chains. Efficient substrate targeting
depends on both preubiquitination and specific N-degrons, with
KCMF1 acting as a key substrate filter. The architecture of the
E4 megacomplex is conserved across eukaryotes, but species-
specific adaptations allow UBR4 to perform its precisely tuned
quality control function in diverse cellular environments.

Protein quality control (PQC) relies on the ubiquitin-proteasome sys-
tem (UPS) to tag misfolded or mislocalized proteins for destruction
before they aggregate and damage cells (7). Most ubiquitin E3 ligases
recognize well-defined degrons (2), but PQC ligases must detect a
broad spectrum of aberrant states (3) and often cooperate with E4
enzymes (4) that extend ubiquitin chains to reinforce the degradation
signal (5, 6). Alteration of this surveillance network underlies neuro-
degeneration, myopathies, and cancer (7, 8). Aneuploidy, for example,
disrupts subunit stoichiometry, generates orphan proteins, and
imposes proteotoxic stress, highlighting the importance of PQC ligases
as potential therapeutic targets (9, 10).

Among the >600 human ubiquitin ligases, UBR4 plays a particularly
important PQC role, being an essential and conserved E3/E4 ligase
found across eukaryotes (11). UBR4 is critical for maintaining proteo-
stasis in long-lived cells with high metabolic demands, such as neurons
and muscle cells, where proteotoxic stress is particularly harmful
(12-15). It recognizes several stress signatures, including mitochondrial
targeting sequences (MTSs) on mislocalized mitochondrial precursors,
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orphan proteins resulting from unassembled complexes, and
aggregation-prone proteins (76-19). Additionally, UBR4 plays a key
role in autophagic processes, bridging proteasomal and lysosomal
degradation pathways to ensure efficient clearance of aberrant pro-
teins (15). The diverse functions of UBR4 underscore its role as a
central hub in the PQC network, capable of integrating multiple stress
response pathways. Aside from teaming up with various ubiquitin
ligases, UBR4 activity is linked to two specific cofactors: calcium-
binding protein calmodulin 1 (CALM1) and potassium channel modu-
latory factor 1 (KCMF1) (13, 16, 17, 20, 21).

How CALMI1 and KCMF1 together modulate UBR4: selectivity and
its reported E4 chain-extension activity remains poorly understood.
To resolve these points, we reconstituted human, nematode, and plant
UBR4 assemblies, defined their architectures, and characterized their
degradation labeling function, providing a comparative framework for
UBR4’s central role in PQC and disease.

Human UBR4 assembles a ring-shaped ubiquitination arena

We reconstituted the human E4 complex by coexpressing UBR4,
KCMF1, and CALMI in insect cells and purifying the ternary complex
through a tag on UBR4. Mass photometry revealed that the isolated
complex had a molecular weight of approximately 1.5 MDa, consistent
with a dimer of heterotrimers (fig. S1A).

Focused cryo-electron microscopy (cryo-EM) classification and re-
finement yielded density maps that resolved all folded regions of the
human UBR4 complex (HsUBR4,/KCMF1,/CALM1,) (Fig. 1 and figs. S2
to S4), except the flexible C-terminal extension bearing the catalytic
hemi-RING E3 module (22). Two UBR4 molecules dimerize through
two remote, structurally different interfaces to form a large ring-
shaped assembly (Fig. 1). The first interface is composed by the
N-terminal domain, involving extensive contacts between adjacent
Armadillo repeats. The second, larger interface is formed by Armadillo
repeats in the C-terminal portion of UBR4, with laterally aligned
helices sealing this contact. CALM1 and KCMF1 bind at this C-terminal
interface, as predicted for the trimeric subcomplex (16). The C-terminal
helix of KCMF1 inserts like a pin into a hole in the UBR4 Armadillo
repeat and is covered by a small lid insertion within this region, which
also mediates CALM1 binding. This arrangement implies that the
proper folding of the Armadillo repeat scaffold and its associated lid
depends on KCMF1. Indeed, coexpressing UBR4 with a KCMF1 variant
having a mutated pin helix (L318A/F319A/V320S) yields monomeric
UBR4 protein (fig. S1B). CALM1, known to mediate calcium regulation
of target proteins, engages UBR4 in a canonical manner, with a long
hydrophobic CALM1-interacting helix (CIH) of UBR4 docking into the
cleft between its two lobes (Fig. 1) (23). Although the C-lobe of CALM1
adopts a calcium-bound conformation (fig. S1C), treatment with the
calcium-chelator EGTA did not affect the CALM1 occupancy, suggest-
ing that the cofactor is stably bound rather than acting as a reversible
regulator (fig. S2). Still, its precise function in the UBR4 complex needs
to be discovered.

The structural motifs that constitute the ringlike scaffold of the E4
complex were well defined by EM density, but the functional domains
lining the inner cavity or extending outward into the periphery dis-
played high flexibility, as reflected by their lower local resolution
(figs. S1D, S2, and S4). The largest intrusion into the E4 cavity is a
multidomain appendage formed by the p propeller (BP), the UBR box,
and the f sandwich 1 (BS1) of UBR4 together with the N-terminal zinc
binding domains of KCMF1 (Fig. 1). A second appendix protrudes from
the C-terminal dimerization region, where a zinc finger domain posi-
tions another § sandwich (BS2) and two associated zinc fingers near
the central cavity. Lastly, an extension formed by the C-terminal
Armadillo repeats projects outwards from the UBR4 arena. This exten-
sion houses a ubiquitin-like (UBL) domain and a flexibly tethered
hemi-RING module, the catalytic E4 domain, which was unresolved
in the EM map.
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engagement. As a consequence,
the E2 becomes precisely posi-
tioned near the UBL domain at the
narrow constriction site of the
substrate binding arena. In our
cryo-EM map, the catalytic hemi-
RING is not engaged in direct
contacts with UBE2A but appears
as diffuse density above the E2 (fig.
S6), consistent with its reported
low affinity for UBE2A (22). We
therefore modeled the ubiquitin
transfer state by fitting the UBE2A-
UBR4(hemi-RING) crystal struc-
ture (22) onto UBE2A of our cryo-EM

luer] [ e ) (as1)

|Bs2) vy

model (Fig. 2C). Further, we used
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Fig. 1. Architecture of the human UBR4 complex. (Top) Composite cryo-EM density map and model colored by protein
component and domain as indicated. (Middle) A schematic domain architecture of UBR4 and KCMF1. (Bottom) Detailed views

of structural features.

Ubiquitin K48 chain extension within the UBR4 ring

To investigate how the distinct functional motifs of the UBR4 complex
support ubiquitination, we devised an E4 assay monitoring the con-
jugation of the two ubiquitin variants Ub* and Ub-KO (Fig. 2A). Ub*
(ubiquitin-AGG) lacks the C-terminal diglycine motif required for
ubiquitin transfer, whereas Ub-KO has all lysine residues mutated to
arginine. This setup enabled us to follow a single ubiquitination event,
where Ub-KO is transferred onto Ub*, and then no further reaction
can occur. As expected, a Ub-KO-Ub* band occurred only in the pres-
ence of both ubiquitin variants and UBR4 (Fig. 2A), offering a specific
readout of E4 activity, ideal for mutational analyses and systematic
substrate screens.

We had previously shown that UBR4 only ubiquitinates orphan
proteins that have already been ubiquitinated by other E3 ligases (16).
This E4 activity depends on the UBL domain, which was predicted by
AlphaFold3 (fig. S5A) (24), to bind ubiquitin and orient K48 toward
the E2~Ub conjugate at the hemi-RING, favoring K48-linked chain
extension on preubiquitinated substrates (16). In line with this, forma-
tion of free ubiquitin chains by the UBR4 complex required K48 of
ubiquitin (fig. S5B). To probe the UBL/Ub interface, we mutated three
residues in the predicted binding site of the UBL domain (UBL-3A).
Analytical size-exclusion chromatography (fig. S5C), which was per-
formed with the isolated and stably folded UBL variants (fig. S5D),
showed that wild-type UBL interacted with ubiquitin, whereas the
UBL-3A variant did not.

We then incubated the UBR4 complex with its cognate E2 enzyme
(UBE2A) and analyzed the resulting state by cryo-EM (fig. S6 and table S2).
The reconstruction contained extra density for UBE2A, enabling us to
model the E2 bound to the C-terminal extension of UBR4, despite the
low resolution in this region (Fig. 2B). As predicted by AlphaFold3, the
E2 is bound in a backside orientation, stabilized by a specific § hairpin
structure inserted within an extended helix of the C-terminal protru-
sion of UBR4 (I6). The largely hydrophobic interface covers two sides of
UBE2A yet leaves its canonical RING-binding face free for hemi-RING

910

e the yeast UBRIUBE2AUD structure

to model the donor ubiquitin (25),
whereas the acceptor ubiquitin
was placed using the AlphaFold3-
predicted UBL/Ub complex (fig.
S5A). In this model, guided by our
cryo-EM structure, UBE2A and
the UBL domain align the accep-
tor ubiquitin so that its K48 resi-
due points toward the E2~Ub
thioester at the hemi-RING, thus
favoring K48 ubiquitin chain ex-
tension. Consistent with this pu-
tative E4 mechanism, Ub-KO-Ub*
formation was abolished by the
UBL-3A mutation, deletion of the hemi-RING (ARING), or by disrupt-
ing the backside interface of UBE2A (E2B-5A) (Fig. 2D). In native
substrates, the UBL-bound ubiquitin would be covalently attached
through its C terminus to a lysine residue in the target protein. As the
ubiquitin C terminus points into the central cavity of the UBR4 com-
plex, potential substrate recognition sites should reside within this
region (Fig. 2E).

Selection of Ub-marked proteins to be degraded

The UBR4 complex has mobile E4 catalytic arms on top of a huge sub-
strate binding arena. This organization is reminiscent of the giant ubig-
uitin ligases BIRC6, HUWEI1 and UBR5, which use an array of receptor
domains to target diverse substrates (fig. S7A) (26-32). While analyzing
our cryo-EM data, we noted additional low-resolution density inside the
central cavity of the UBR4 complex (Fig. 3A). As we could assign all
ordered domains of the UBR4 complex, we suspected that this extra
density represents a copurified substrate bound in the inner cavity, vi-
sualizing the mechanism of substrate recognition. The density was con-
nected to the E4 by the ZZ-DZB motifs of KCMF1, hinting that these
domains act as substrate receptors. To test this idea, we reconstructed
a UBR4 complex lacking ZZ-DZB and determined its cryo-EM structure
using the same workflow as for the wild-type complex (fig. S8 and table
S2). In the resulting map, the ZZ-DZB domains were absent as was the
connected extra density (Fig. 3A). To identify captured substrates, we
performed a mass spectrometry (MS) analysis searching for proteins
that copurified with wild-type E4 but were lost in the AZZ-DZB sample
(Fig. 3B). Single-stranded DNA binding protein (SSBP1), a mitochondrial
protein previously reported to bind to UBR4/KCMF1 in human cells
(13), was the most enriched protein in the wild-type complex as com-
pared to the AZZ-DZB deletion. Many other proteins preferentially re-
tained in wild-type UBR4 were mitochondrial, consistent with reports
that UBR4 participates in mitochondrial PQC (13, 17). By contrast, delet-
ing other putative receptors, such as the BS2 or UBR domains, did not
enrich obvious targets (fig. S7B).
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Fig. 2. Mechanism of ubiquitin chain extension by the UBR4 complex. (A) (Right) E4 ligase assay showing formation of Ub-KO-Ub* diubiquitin from Ub-KO and Ub* catalyzed
by 200 nM human UBR4 complex when all components of the assay are added for 45 min. (Left) A schematic explaining the assay and the two ubiquitin components. (B) Cryo-EM
density map and model of the structure of human UBR4 complex obtained in the presence of UBE2A. (Inset) A detailed view of the interaction highlighting hydrophobic residues on
the E2-binding helix of UBR4, which are mutated in the E2B-5A UBR4 complex variant. (C) Model of the E4 transfer state using our structure overlaid with a crystal structure of the
hemiRING-UBE2A complex (PDB ID pdb_00008BTL) and the cryo-EM structure of the yeast UBR1-UBE2A-Ubp complex (PDB ID pdb_00007MEX), both aligned on UBE2A, and an
AlphaFold3 model of the UBL-Ub interaction (fig. S5A) aligned on the UBL domain. The three hydrophobic residues on the UBL domain that interact with ubiquitin and are mutated
in the UBL-3A variant are indicated. (D) E4 ligase assay as in (A) with 100 nM of the indicated variant complexes for 45 min. WT, wild type. (E) Zoomed-out image of the E4 transfer
state model showing the position of the C-terminal tail of Ub relative to the UBR4 arena. Single-letter abbreviations for the amino acid residues referenced throughout the text and
figures are as follows: L, Leu; A, Ala; F, Phe; V, Val; S, Ser; R, Arg; C, Cys; K, Lys; M, Met; G, Gly; Q, GIn; T, Thr; P, Pro; D, Asp; E, Glu; I, lle; Y, Tyr.

The UBR4 complex has been implicated in targeting unimported
mitochondrial precursors that still carry their unprocessed MTS
(13, 17). To ask whether the insect cell (Trichoplusia ni) proteins co-
purifying with the UBR4 complex retained an MTS, we applied a tai-
lored MS analysis mapping their N-terminal sequences (fig. S7C). Some
hits, such as SSBP1 and ACADS, had a processed MTS, whereas others,
such as NDUFA5 and MRPS17, contained an intact signal sequence. To
test potential substrates in ubiquitination assays, we produced recom-
binant variants of the identified proteins with the detected N termini.
We generated each variant with and without a C-terminally fused Ub*
to explore whether the UBR4 complex can extend chains on preubig-
uitinated substrates (16, 33), or whether it relies on KCMF1 as priming
E3 ligase (34). To simplify the read-out, we used KO ubiquitin, which
prevents chain formation. Robust ubiquitination was only observed
for Ub*-fused TnSSBP1, TnMRPS17, and TnNDUFA5 but not for their
unfused counterparts (Fig. 3C), indicating that the UBR4 complex acts
as a chain-extending E4 ligase, not a priming ligase. Mutating indi-
vidual lysines on ubiquitin showed that generated chains were K48
linked (fig. SOA). In a control experiment, we used HUWEI as priming
E3 ligase and monitored the ubiquitination of TnNDUFAS5, which was
predicted to be a gopod HUWEI] substrate (28). In contrast to KCMF1,
HUWEI was able to initiate ubiquitin chains on TnNDUFA5 (fig. S9B),
which were further extended by the UBR4 complex (fig. SOC). These
data suggest that KCMF1 does not function as priming E3 ligase in the
UBR4 complex. Consistently, KCMF1 lacks a known E3 domain
(fig. S9D), did not interact with any E2 in an AlphaFold pulldown
screen (fig. SOE), and did not catalyze ubiquitination with any E2 we
tested (fig. S10).
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To pinpoint substrate features recognized by the UBR4 com-
plex, we adapted our E4 assay. Appending two model MTSs through
a linker onto the N terminus of Ub* enhanced K48 chain extension
compared with that of the MTS-free control (Fig. 3D). Thus, substrate
features beyond ubiquitin itself can enhance recruitment to the
UBR4 complex. Because the ZZ-DZB motif of KCMF1 has been im-
plicated in binding N-terminal arginine (NR) N-degrons (35), we
measured the binding of the isolated ZZ-DZB domain to synthetic
peptides by isothermal titration calorimetry (ITC) (fig. S11A). No inter-
action was observed for the reported ligand R1-C2 sulfonate, YRC(SO3),
and, consistently, a cocrystal structure of the ZZ-DZB:peptide com-
plex showed both R1 and C(SO3)2 sidechains protruding out of the
binding pocket (Fig. 3E and fig. S11B). Screening additional peptides
revealed tight binding to an YRT motif, and the cocrystal structure
captured specific contacts with both the T2 side chain and the
N-terminal amino group (Fig. 3E, fig. S11C, and table S3). ITC binding
studies showed that the second residue is more important than the
first, as an NLT peptide also interacted with the ZZ-DZB domains,
but NRL, NRR, or Y"RA peptides did not (fig. S11A). A threonine at
position 2 is characteristic of many processed mitochondrial pro-
teins, for example, identified TnSSBP1 (NST) and TnACADS ("FT);
previously copurified human proteins, such as ABHD10 (YKT), SARS2
ATT), ACOT9 (YLT) (13); and the Dengue virus protein NS5 ("GT)
binding UBR4 (36). In agreement with these data, E4 assays showed
stronger chain extension on a substrate with an NRT motif compared
with that of other N-termini (Fig. 3F and fig. S12A). Determining
whether this specificity was due to the ZZ-DZB motif was compli-
cated, as the deletion produced more free chains for unknown
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Fig. 3. KCMF1 mediates selection of UBR4

substrates. (A) (Left) A cryo-EM map of the human A
UBR4 complex structure refined with a global mask

showing fuzzy central substrate density. (Right) The

AZZ-DZB UBR4 complex refined with the same

approach. (B) MS analysis of insect cell proteins

copurified with the wild-type and AZZ-DZB UBR4

complexes, where peak intensity in the wild-type is plot-

ted against logx(fold change) between the two datasets

to identify proteins that are present in the wild-type but c
not the AZZ-DZB UBR4 complex. The core complex

components are colored blue, and mitochondrial %ﬁ% {h “:&,} %ﬁa‘ %

proteins are colored red. (C) Ubiquitination assay using %

HaLIBRA
KCMFICALMT

log oiFC) WTKZZ-DZB

=10 T - T T T T T T 1
wi% 07 6% 0% 4010 1

200 nM UBR4 complex, UBE2A, UBE2D3, and KO-Ub KDa - s 4 oa koo

for 30 minin the presence of 2 uM of the indicated 55 - - -
recombinantly purified insect cell proteins with or
without Ub* fused by a linker to the C terminus. (D) E4
ligase assay with 200 nM of the human UBR4
complexes for 30 min with the indicated MTS or

control with no MTS fused through a linker to the

N terminus of Ub*. KR indicates a K48R mutation in the
fused Ub*. Reactions contained 1:10 DyLight488 E
Ub-KO, which was used to quantify product bands
relative to the control substrate and plot these on the
right (+ SD). (E) Two overlaid crystal structures of the
KCMF17+PZBAmken domain with either aNRC(SO3)K
peptide or a"RTGG peptide. Only the two N-terminal
residues are shown for clarity, with notable residues
on KCMF1 shown in stick representation. (F and

G) Quantified E4 ligase assays (+ SD) as in (D) with the
indicated substrates for (F) 200 nM WT UBR4 complex
for 30 minand (G) 200 nM AZZ-DZB UBR4 complex
for 15 min. Assay gels are shown in fig.S12, Aand B.

E ...

reasons (fig. SOF). Nevertheless, its specificity profile differed from
that of the wild-type, showing little preference among control, MTS,
or N-degron-containing constructs but still showing reduced activity
on MRE and NST termini (Fig. 3G and fig. S12B). Together, these data
identify the ZZ-DZB as a major substrate receptor and that other
domains in the E4 arena might finetune specificity.

Evolutionary conservation of the UBR4 ubiquitination arena
UBR4 plays important roles in various eukaryotes, including
Arabidopsis thaliana (37, 38) and Caenorhabditis elegans (39), yet its
partnership with KCMF1 and calmodulin has not been demonstrated
outside animals. To test whether the human E4 architecture and
mechanism represents a universal PQC solution, we first reconstituted
the C. elegans UBR4 complex by coexpressing CeUBR4, CeKCMF1
(ZK652.6), and CeCALM. The purified complex had a molecular weight
of 1.1 MDa, consistent with a dimer of trimers (fig. S13A). Activity
assays showed that the CeUBR4 complex preferred MTS-Ub* substrates
over Ub* alone but showed only weak selectivity for the NRT-Ub*
degron (fig. S13B).

To explore structural differences, we determined the cryo-EM struc-
ture of CeUBR4 (Fig. 4A, figs. S14 to S16, and table S4). Although the
nematode E4 complex preserves the ring shape of the human enzyme,
it displays notable adaptations, particularly in the dimerization inter-
faces that result in different topologies of the ring-shaped arena.
Whereas the domains aligning the N-terminal ends exhibit different,
unrelated scaffolds, the C-terminal interface is sealed by distinct in-
teraction with the two cofactor proteins. Most notably, in the CeUBR4
complex, CALM1 is absent, and its binding site is filled by insertions
in CeKCMF1 (Fig. 4B). The necessity of occupying this interface in the
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absence of CALM1 suggests a role in maintaining the structural integ-
rity of the E4 complex. Proteomic analysis of purified CeUBR4 pointed
to a distinct substrate preference, with mitochondrial medium-chain
acyl-coenzyme A dehydrogenase (ACADM) showing stronger enrich-
ment than SSBP1, which is preferred by the human UBR4 complex
(fig. S13C and table S5). In line with this finding, we observed
well-defined extra density in the central arena of CeUBR4, closely
resembling the elongated shape of an orphaned subunit from the
tetrameric ACADM complex (Fig. 4C). According to the cryo-EM data,
the bound substrate not only contacts the ZZ domain but also two long
helices in the N-terminal region. These two helices, which are specific
to CeUBR4, protrude from the rigid E4 core into the central cavity,
exposing a series of hydrophobic residues (fig. S13D) that may help to
recognize and bind the hydrophobic surface characteristic of or-
phaned subunits.

The observed adaptations of the CeUBR4 complex prompted us to
investigate the ancestral design of the UBR4 core further. We turned
to A. thaliana UBR4 (also known as BIG), which diverged from meta-
zoan UBR4 early in eukaryotic evolution and has distinct roles in
hormone signaling (37, 38). Because KCMF1 is critical for E4 assembly,
we first performed an in-depth bioinformatic analysis to identify the
elusive plant ortholog. Drought-induced protein 19 (DI19) emerged as
the best candidate: It shows strong homology to HsKCMF1 in the
C-terminal pin region (fig. S13E), has related biological functions to
AtUBR4 (37, 40), and was one of the top hits alongside AtUBR4 in an
N-degron proximity labeling screen (38). Coexpression of AtUBR4,
AtDI19, and AtCALMI1 followed by cryo-EM analysis on the resulting
complex (fig. S17 and table S3) yielded a medium-resolution map of
the dimerization interface, which we could model using AlphaFold3.

28 AUGUST 2025  Science



A C. afagans UBRAKCMF

celBR4 [ Ler) [ B® ) (B31) (=] {teg)  (heme) cexcwrr (ZZ)DZB) {_wtpin ) )
i 201 1307 15FE 17EE 1TEDE 1IO8 201 J8E7 TR T a5 4218 1 Ll Lo 20 515 5T
D A thafiana UBR4ATHISCALMA E FRSS
L PRTGG
i)
AUBRY [ = hRING) w19 (_(DZE) (pin)
i 1687 1850 1738 2138 2180 T30 3915 P70 3343 3534 080 411F 4153 434Q ET 5 1 M o I 30

Fig. 4. Evolutionary conservation of the UBR4 complex. (A) Cryo-EM composite map and model of the C. elegans UBR4 complex colored by subunit and domain, as
indicated. The domain architecture is illustrated below. (B) Detailed view of the extended interface of CeKCMF1 with CeUBR4. (C) Low-resolution cryo-EM map of the CeUBR4
complex from a global three-dimensional classification (fig. S14) showing a bound substrate. An AlphaFold3 model of the copurified protein TNACADM is modeled in the density.
(D) Cryo-EM map of the dimer interface core of the AtUBR4 complex, colored by domain and subunit, as indicated. The domain architecture derived from bioinformatic
comparison with the human UBR4 complex is shown below. (E) Crystal structure of the AtUBR4 ZZ domain in complex with an "RSS peptide superimposed with the HSKCMF1ZZ
domain crystal structure in complex with an N-RTGG peptide. Sequence differences in the N-degron binding pocket are highlighted.

The resulting structure confirmed a highly similar arrangement to the
human complex (Fig. 4D and fig. S17). Despite this structural similar-
ity, one notable difference is that the DI19 cofactor lacks the ZZ
domain. Instead, an internal ZZ domain is found in AtUBR4 itself
(fig. S18). To explore whether the plant ZZ domain displays distinct
specificity to HSKCMF1-ZZ, we determined the cocrystal structure of
the AtUBR4-ZZ in complex with an NRS-containing peptide (Fig. 4E,
fig. S13F, and table S3). We observed multiple differences in the sub-
strate binding pocket—for example, a specific interaction of the pep-
tide’s R1 residue with a serine residue in the ZZ motif—whereas the
corresponding residue in HSKCMF1 ZZ is a leucine. In agreement with
this, ITC showed that the AtUBR4 ZZ domain binds to NRA and MRR
peptide sequences (fig. S13G), whereas the HSKCMF1 ZZ domain did not.
Thus, the AtUBR4 complex could act as a traditional type 1 N-degron
receptor, consistent with in vivo studies (38).

Discussion

Our data show that the evolutionarily conserved UBR4 complex forms
a megadalton E4 arena in which inward-facing ZZ-DZB domains of
KCMF1 act not as E3 ligases but as substrate receptors. UBR4 recog-
nizes preubiquitinated substrates based on their orphan protein char-
acter (I6), the presence of an MTS (17), or N-degrons (4I). The
pronounced preference for threonine in position 2 points to the target-
ing of processed mitochondrial proteins, eventually leaking from
mitochondria into the cytosol, as can be now explored in vivo. The
breadth of these partially degenerate signals accounts for the large
number of reported UBR4 substrates.

Although the ZZ-DZB motif of KCMF1 is central for recognition,
efficient capture likely depends on multivalent, low-affinity interac-
tions supplied by accessory UBR4 domains, such as the BP, UBR, and
BS2, that also line the inner cavity. Organism-specific variations dem-
onstrate this principle: In plants, specificity depends on an internal
AtUBR4 ZZ motif, whereas in nematodes, two elongated helices at the
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N terminus extend into the central cavity to capture substrates, pre-
sumably recognizing the hydrophobic surface of orphaned proteins.
Beyond domain composition, the ring itself imposes an additional size
filter that favors small, orphaned proteins over multiprotein com-
plexes. The functional importance of the ring architecture is empha-
sized by its conserved shape and dimension in CeUBR4 despite
pronounced differences in its helical scaffold and dimerization
interfaces. Moreover, UBR4 disease mutations are spread throughout
the ring scaffold, highlighting its crucial role for proper PQC function
(fig. S19A).

E4 ligases, like UBR4, play a dual role in amplifying ubiquitination
signals and refining specificity in protein degradation (42, 43). Rather
than relying solely on the priming E3 ligase for substrate selection,
our findings emphasize the equally crucial role of E4 ligases in enhanc-
ing specificity. Although both chain-initiating E3 ligases and chain-
extending E4 ligases individually may exhibit weak substrate
specificity, their sequential action yields an effective and specific proof-
reading mechanism to target aberrant proteins (fig. S19, B and C).
Moreover, the likelihood of sequential recognition increases with a
substrate’s residence time. For example, mitochondrial precursor pro-
teins imported efficiently into mitochondria escape recognition,
whereas precursors stalled in the cytosol under stress become marked
for destruction. Such temporal control ensures that truly dysfunctional
or defective proteins are removed but transient intermediates are
spared. Sequential E3 and E4 ligase action should also facilitate the
formation of specialized PQC pathways toward distinct substrate types.
The HsUBR4 complex operates alongside other broad PQC enzymes,
such as HUWE1, BIRC6, UBR5, HERC1, and HERC2 (I8, 44-48),
each targeting distinct yet overlapping sets of substrates. This combi-
natorial setting allows for fine-tuned regulation of PQC pathways in
specific cell types and physiological conditions. Through its intricate
structure, selective targeting of preubiquitinated substrates, and syn-
ergy with other PQC ligases, UBR4 is thus able to adopt a crucial role
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in cellular homeostasis, enabling the precise and efficient elimination
of defective proteins.

REFERENCES AND NOTES

Y.T. Kwon, A. Ciechanover, Trends Biochem. Sci. 42, 873-886 (2017).

. L.Buetow, D. T. Huang, Nat. Rev. Mol. Cell Biol. 17,626-642 (2016).

S. Juszkiewicz, R. S. Hegde, Mol. Cell 71,443-457 (2018).

. M. Koegl etal., Cell 96,635-644 (1999).

C. Liu, W. Liu, Y. Ye, W. Li, Nat. Commun. 8,14274 (2017).

. H.J. Meyer, M. Rape, Cell 157,910-921 (2014).

S. Lipkowitz, A. M. Weissman, Nat. Rev. Cancer 11,629-643 (2011).

. A.M. Pickrell, R. J. Youle, Neuron 85, 257-273 (2015).

C.M.Brennanetal., Genes Dev. 33,1031-1047 (2019).

10. E.M. Torres et al., Science 317,916-924 (2007).

11. S.T.Kimetal., PLOS ONE 13,e0202260 (2018).

12. C.Belzilet al., J. Biol. Chem. 288, 24452-24464 (2013).

13. J.H.Honget al., Mol. Cell. Proteomics 14, 674-685 (2015).

14. L.C.Huntet al., Nat. Commun. 12,1418 (2021).

15. T. Tasaki et al., Proc. Natl. Acad. Sci. U.S.A. 110, 3800-3805 (2013).

16. S. Carrillo Roas et al., Mol. Cell 85, 815-828.e10 (2025).

17. D.L.Haakonsen et al., Nature 626, 874-880 (2024).

18. R.G.Yauetal., Cell 171,918-933.e20 (2017).

19. M. Kathiresan, S. Animesh, R. Morris, J. Kreuzer, K. C. Patra, L. Shi, J. Merritt, X. Yin,
C. H.Benes, N. Bardeesy, W. Haas Protein interactome homeostasis through an N-recognin
E3 ligase is a vulnerability in aneuploid cancer. bioRxiv 2023.05.04.539299 [Preprint]
(2023); https://doi.org/10.1101/2023.05.04.539299.

20. Y. Nakatani et al., Proc. Natl. Acad. Sci. U.S.A. 102,15093-15098 (2005).

21. D.E. Letoet al., Mol. Cell 73,377-389.e11 (2019).

22.L.Barnsby-Greer et al., Nat. Struct. Mol. Biol. 31,351-363 (2024).

23. H.Kurokawa et al., J. Mol. Biol. 312,59-68 (2001).

24. ). Abramson et al., Nature 630,493-500 (2024).

25. M. Panet al., Nature 600, 334-338 (2021).

26.L.Dietzetal., Science 379,1112-1117 (2023).

27. J.F.Ehrmannet al., Science 379, 1117-1123 (2023).

28.D. B. Grabarczyk et al., Nat. Chem. Biol. 17,1084-1092 (2021).

29. M. Hunkeler, C.Y. Jin, E. S. Fischer, Science 379, 1105-1111 (2023).

30. M. Hunkeler et al., Mol. Cell 81,3468-3480.e7 (2021).

3L L.A.Hehletal., Nat. Chem. Biol. 20,190-200 (2024).

32.Z.Hodakovéa et al., EMBO J. 42,e113348 (2023).

33. A. Shulkina et al., Nat. Commun. 16, 3894 (2025).

34.Z7.Yang, D. L. Haakonsen, M. Heider, S. R. Witus, A. Zelter, T. Beschauner, M. J. MacCoss,
M. Rapé, The molecular basis of integrated stress response silencing. bioRxiv,
2024.2012.2002.626349 (2024); https://doi.org/10.1101/2024.12.02.626349.

35.A.J.Heoetal., Proc. Natl. Acad. Sci. U.S.A. 118, 2107993118 (2021).

36. J. Morrison et al., PLOS Pathog. 9, 1003265 (2013).

37. P.Gilet al., Genes Dev. 15,1985-1997 (2001).

38.H.Zhang et al., Plant Cell 36, 3177-3200 (2024).

39. M. M. Rinschen et al., Hum. Mol. Genet. 25,1328-1344 (2016).

40.S. Maitra Majee, E. Sharma, B. Singh, J. P.Khurana, Plant Direct 4,e00234 (2020).

41. D.E. Jeong et al., Commun. Biol. 6,1214 (2023).

42.V.Pant, G. Lozano, Genes Dev. 28,1739-1751 (2014).

43.V.Anton et al., Mol. Cell 83,2976-2990.9 (2023).

44.1.D. Cerviaetal., Cancer Discov. 13,766-795 (2023).

©E~N T & W =

914

45, A. Shulkina, K. Hacker, J. F. Enrmann, V. Budroni, A. Mandlbauer, J. Bock, D. B. Grabarczyk,
L. Cochella, T. Clausen, G. A. Versteed, TRIM52 is a primate-specific player in the DNA
repair process under tight proteolytic control by a triad of giant E3 ligases. bioRxiv
2024.2005.2016.594269 [Preprint] (2024); https://doi.org/10.1101/2024.05.16.594269.

46. 1. Schwartz, V. Budroni, M. Meyenberg, H. Hornegger, K. Hacker, S. Schwartz, Z. Hodakova,
D.B. Grabarczyk, J. F. Ehrmann, S. Scinicariello, D. Haselbach, J. Menche, T. Clausen,

G. E. Karagoz, G. A. Versteed, Multiple ubiquitin ligases protect human genome integrity by
targeting cancer-associated APOBEC3 deaminases for degradation. bioRxiv
2024.2004.2023.590688 (2024); https://doi.org/10.1101/2024.04.23.590688.

47.Y.Yagita, E. Zavodszky, S. Y. Peak-Chew, R. S. Hegde, Cell 186, 3443-3459.e24 (2023).

48.E. Zavodszky, S. Y. Peak-Chew, S. Juszkiewicz, A. J. Narvaez, R. S. Hegde, Science 373,
998-1004 (2021).

ACKNOWLEDGMENTS

We thank the EM facility of the Vienna BioCenter Core Facilities (VBCF), particularly H.
Kotisch for collecting the cryo-EM datasets. We thank the staff at Beamline 5C of the Pohang
Accelerator Laboratory, South Korea. We also thank the VBCF Protein Technologies facility,
particularly A. Crousilles for help with CD spectroscopy and E. Roitinger, R. Imre, O. Hudecz,
and G. Durnberger from the VBCF Proteomics facility for performing and analyzing MS
experiments. Lastly, we thank all members of the Clausen lab for discussions. Funding: This
work was supported by the Austrian Research Promotion Agency Headquarter grant 852936
(T.C.), Marie Sktodowska-Curie grant 847548 (D.B.G.), Austrian Science Fund 10.55776/
DOC.funds 112-B27 (J.F.E.) and Esprit grant 10.55776/ESP218B (P.M.), WWTF grants
10.47379/L.S21029 (L.E.B.) and 10.47379/LS21009 (L.D.), and a Bl fonds fellowship (L.E.B.).
This work was also supported by grants RS-2020-NR049540, RS-2021-NR056577, and
RS-2022-NR067411 from the National Research Foundation of Korea (H.K.S.). The Research
Institute of Molecular Pathology is supported by Boehringer Ingelheim. Author
contributions: D.B.G. and T.C. designed experiments. D.B.G., PM., J.F.E., RK., J.N.,,and L.D.
performed cloning, expression, and purification. D.B.G., PM., and A.S. performed
biochemical experiments. D.B.G. generated and analyzed cryo-EM data. W.SY., J.L., and
J.S.S. generated and analyzed crystallography data. A.S. performed the bioinformatic
analysis. AM.,G.AV., E.Z,HKS. R.S.H., and T.C. supervised research and provided scientific
input. D.B.G. and T.C. coordinated the research project and prepared the manuscript with
input from all authors. Competing interests: The authors declare that they have no
competing interests. Data and materials availability: Cryo-EM maps and atomic
coordinates have been deposited in the Protein Data Bank (PDB) with accession codes
pdb_00009QWS, pdb_00009QWX, pdb_00009QWZ, pdb_00009QWU, pdb_00009QX0,
pdb_00009QX1, pdb_00009QX2, pdb_00009QX5, and pdb_00009QT9 and in the Electron
Microscopy Data Bank (EMDB) with accession codes EMD-52491, EMD-53426, EMD-53430,
EMD-53431, EMD-52494, EMD-53428, EMD-53432, EMD-52488, EMD-53425, EMD-52504,
EMD-53433, EMD-53434, EMD-53435, EMD-52513, EMD-52516, and EMD-53348. Crystal
structures have been deposited in the PDB with accession codes pdb_00009LGS,
pdb_00009JNI, and pdb_00009UPZ. Uncropped gels are provided in fig. S21. The MS
proteomics data have been deposited to the ProteomeXchange Consortium through the
PRIDE partner repository with the dataset identifier PXDO63485. License information:
Copyright © 2025 the authors, some rights reserved; exclusive licensee American
Association for the Advancement of Science. No claim to original US government works.
https://www.science.org/about/science-licenses-journal-article-reuse. This research was
funded in whole or in part by the Austrian Science Fund (grant no. 10.55776/DOC.funds
112-B27 and 10.55776/ESP218BY); as required, the author will make the Author Accepted
Manuscript (AAM) version available under a CC BY public copyright license.

SUPPLEMENTARY MATERIAL

science.org/doi/10.1126/science.adv9309
Materials and Methods; Figs. S1to S21; Tables S1 to S5; References (49-55)

Submitted 13 January 2025; accepted 24 June 2025
10.1126/science.adv9309

28 AUGUST 2025  Science



RIVER DYNAMICS

Vegetation changes the trajectory
of river bends

Michael Hasson*, Alvise Finotello?, Alessandro lelpi®,
Mathieu G. A. Lapbtre!

A primary axiom in geoscience is that the evolution of plants
drove global changes in river dynamics. Notably, the apparent
sinuosity of rivers, derived from the variance of sediment
accretion direction measured in rocks, substantially increased
when land plants evolved, around 425 million years ago. This led
to the hypothesis that the rise of vegetation triggered river
meandering. Recent studies of barren, meandering rivers
challenge this notion, but the Paleozoic shift in the geometry of
river deposits remains unexplained. Here, we suggest that it
occurred because vegetation changes how river bends move
through space. Using satellite images to monitor river migration,
we found that bank vegetation alters the orientation of point bar
accretion, resulting in a 62% increase in the inferred variance of
flow direction. These results explain why meandering rivers have
been underrecognized in prevegetation stratigraphy.

The long-held hypothesis that vegetation is required for rivers to de-
velop a single-thread (one channel) meandering planform, in contrast
to a multithread, braided planform (7-4), has been challenged in recent
years (5-14). Although vegetation influences river dynamics in numer-
ous ways—including slowing migration rates (10), creating muddier
floodplains (I5), reducing channel-floodplain connectivity (12), and
strengthening the relationship between curvature and migration rates
(16)—it is not, per se, a prerequisite for river meandering (8).

Despite increasing recognition of single-thread river deposits in the
prevegetation sedimentary record, they appear to be rarer than would
be expected based on the abundance of such rivers in modern, unveg-
etated basins [e.g., (10, 16)]. This disparity begs the question of whether
they are not recognized because the accepted criteria for their recogni-
tion need revision. Unvegetated meandering rivers produce different
deposits than vegetated ones (11, 12, 14). Notably, their deposits show
a greater degree of amalgamation owing to faster migration rates and
contain downstream-accreting outer bank bars. Furthermore, they lack
both levees and inclined heterolithic stratification (IHS), which forms
as sediment accumulates in point bars on the inner banks of meander
bends. The absence of THS is notable because it has been used as a
marker for meandering rivers in the rock record (12, 17).

Paleocurrent variance —a measurement of the directional variability
in river flow—is a criterion that has been commonly used to identify
highly sinuous deposits in the rock record, often in concert with analy-
sis of accretionary-bar growth (18-31). Free bars in braided rivers
dominantly migrate downstream, such that the measured circular
variance in accretion vectors (i.e., the angular variation) is relatively
low (18, 29, 32-39). By contrast, sinuous, meandering rivers are ex-
pected to produce accretion measurements with greater variance, as
point bars primarily accrete away from the channel belt axis rather
than downstream (18-21, 29, 40-44).

Here, we show that vegetation measurably influences the migration
trajectories of meanders: Point bars in unvegetated meandering rivers
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more frequently migrate downstream, parallel to river centerlines
(translation), in contrast to vegetated bends that dominantly migrate
perpendicular to centerlines (expansion). This difference in channel
trajectory, linked to riparian vegetation, means that vegetated and un-
vegetated rivers produce accretion sets oriented perpendicular and
parallel to the channel belt axis, respectively. As a result, the typical
circular variance for bar accretion in vegetated rivers is 62% higher
than that in unvegetated rivers such that, using established thresholds
of variance, unvegetated meandering rivers would be identified as low-
sinuosity multithreaded rivers (29).

These results indicate that the use of variance in bar accretion
orientation is insufficient to identify most unvegetated meandering
rivers in the rock record. Instead, a comparison of barform accretion
and bedform migration is necessary to infer the record of the flow
patterns distinctive of river meandering, because such flow patterns
cause bedforms to migrate obliquely to the dominant, downstream
flow direction [e.g., (23, 25-27, 30, 31, 40-46)]. Low-variance preveg-
etation meandering river deposits may have been misinterpreted as
braided, and meandering rivers may therefore have been more wide-
spread before the advent of land plants (and, more broadly, in arid or
unvegetated environments) than previously recognized.

Migration angles

We measured the migration trajectories of 4482 individual meander
bends from 49 unconfined meandering rivers of varying riparian vegeta-
tion densities (24 unvegetated, 7 semivegetated, and 18 vegetated)
through time [Fig. 1, table S1, and materials and methods; (47)]. Rivers
span a wide range of bank vegetation densities [quantified using the
normalized difference vegetation index (NDVI); materials and methods],
climates [quantified using the aridity index (AI); materials and meth-
ods], and flow variabilities [assessed using the monthly standard devia-
tion in aridity index (SDAI) as a crude proxy; fig. S1 and materials and
methods]. Although climate and vegetation density are linked, there is
notable variation in vegetation density within climate zones (fig. S2).

Using a semiautomated workflow, we segmented bends as the reaches
between consecutive inflection points (where curvature is zero; materials
and methods). We measured the migration angle, 0, of each bend as the
angle between a vector linking the centroids of the bend between two
consecutive time steps and a tangent line to the closest point on the cen-
terline of the channel belt (Fig. 1, B and D). The migration angle, 0, was
always calculated relative to the downstream direction, such that positive
values indicate bends migrating to the right of the channel belt trace and
negative values indicate bends migrating to the left. We then calculated
migration angle distributions for each analyzed river (fig. S3) and aggre-
gated angles within vegetation classes for analysis (Fig. 2 and Table 1).

As bars migrate, they produce accretion surfaces with orientations
that can be measured, either from subsurface stratigraphy or from their
surface expressions on the alluvial plain (such as scroll bars; figs. S4
and S5). Tracking point bar trajectories in modern systems thus pro-
vides a direct proxy for bar accretion direction as preserved in alluvial
stratigraphy. Absolute values of 6 <45° (or >135°) represent the pre-
dominance of translation, whereas absolute values between 45° and
135° represent the predominance of expansion. Few bends are expected
to be purely expansional or translational, such that distributions of 6
represent the overarching relative predominance of expansion and
translation across rivers.

Because the data are directional, we used circular variance (rather
than linear) to compare distributions (29, 48, 49). The circular variance
of aggregated 0 values in unvegetated rivers (0.26) is less than that of
vegetated (0.41) or semivegetated rivers (0.46), indicating the relative
predominance of translation in unvegetated rivers (Fig. 2).

Vegetation and flow variability
Kolmogorov-Smirnov tests demonstrated that migration angles, 0, are

statistically different between unvegetated and vegetated rivers, as well
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Fig. 1. River meanders in vegetated and unvegetated landscapes. (A) Map of
analyzed rivers, colored by vegetation density (NDVI). (B and C) Example reach

of meander bends that dominantly expand (Chulym River, 1984-2016). (D and

E) Example reach of meander bends that dominantly translate (Dixie Valley Wash,
2000-2023). Yellow (time step 1; t;) and light blue (time step 2; t,) lines and filled
yellow (1) and light blue (t,) circles represent channel centerlines and bend centroids
at each time step. In (B) and (D), white dashed lines indicate the approximate channel
belt trace, and red arrows indicate point bar accretion direction. Blue circles show

the closest point to the t; bend centroids on the channel belt trace, and the tangent
lines to these points, shown in blue, were used to calculate migration angle, 6. In (C)
and (E), centroids of meander bends are colored by 0; darker colors indicate higher
migration angles (more expansion), and lighter colors indicate lower migration angles
(more translation). White boxes in (C) and (E) indicate the regions shown in (B) and
(D), respectively. The inset in (D) is a close-up of the point bar apron showing bedforms
migrating up-bar that demonstrate the presence of helicoidal flow (crests outlined in
white). [(B), (C), and (E) basemap credit: CNES/Airbus; (D) M.H. and M.G.A.L]

as between unvegetated and semivegetated rivers (see supplementary
text). Migration angles are statistically similar between vegetated and
semivegetated rivers (Table 2). Bends in rivers with any amount of
vegetation tend to have higher, more expansional migration angles as
opposed to unvegetated rivers, which have lower, more translational
migration angles (Fig. 3). Piecewise linear regressions of median migra-
tion angle as a function of NDVI and the monthly SDAI reveal break-
points in both relationships [at NDVI = 0.164 + 0.058 and SDAI = 0.169 +
0.053; standard error (SE)] based on the Davies test for the existence
of at least one breakpoint [Fig. 3, B and C; (50)].
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Bend morphology

Theoretical and practical insights into river morphodynamics suggest that
translation should be more prominent in meandering rivers with poorly
sinuous bends, which should therefore have lower migration angles than
bends with higher sinuosity [(561-53); fig. S6]. It thus seems plausible that
the observed differences in migration trajectory between vegetated and
unvegetated rivers could arise from differences in bend sinuosity (Fig. 4).
To test this hypothesis, we analyzed distributions of migration angles
across quintiles of bend sinuosity. In vegetated rivers, migration trajectory
is not significantly different between the lowest and highest sinuosity
quintiles (p = 0.36). By contrast, higher sinuosity is associated with higher
migration angles and expansion in unvegetated rivers. A comparison of
trajectory distributions between the lowest and highest sinuosity quintiles
reveals a significant difference for unvegetated bends (p < 0.05).

We further note that autogenic translation can occur where short bends
with locally high curvatures are found (54). Although these short bends
typically display relatively low sinuosity, there is no consistent relationship
between curvature and sinuosity (fig. S7). This effect is due to curvature
being a local parameter that describes how abruptly a channel changes
direction, whereas sinuosity is a bend-related metric that describes the
path length of a bend relative to a straight line between its end points. For
calculations of curvature and sinuosity, see materials and methods.

Why do bends translate?

Bend translation can be caused by both allogenic and autogenic factors.
The breakpoint in the relationship between migration angle and vegeta-
tion density indicates that vegetation roughly functions as a binary
control on channel trajectory (Fig. 3). For vegetation densities below
the breakpoint (NDVI <0.164), slight increases in NDVI drive marked
increases in migration angle and bend expansion. Furthermore, prin-
cipal components analysis (PCA) reveals that NDVI and sinuosity
[which increases with vegetation density; (16)] are the most important
variables (fig. S8). Although this result strongly supports our hypoth-
esis, we investigated several other possible controls on migration be-
havior: flow variability, sediment flux, floodplain confinement and
heterogeneity, and bend morphology.

Flow variability
Flow variability is known to affect migration patterns by shifting the locus
of maximum erosion in meander bends downstream during major floods
(55). It is thus somewhat surprising that greater SDAI values are associ-
ated with more expansional bend migration (Fig. 3C). Furthermore, as
with NDVI (NDVI = 0.164 + 0.035), a breakpoint exists in the relationship
between migration angle and SDAI (0.169 + 0.053, SE). However, whereas
an NDVI value of about 0.1 corresponds to a real, physical threshold (i.e.,
the presence or absence of vegetation), an SDAI value of 0.169 does not
align with any established regime change in discharge variability.
Furthermore, migration angle is uncorrelated with the standard deviation
of discharge (as measured from vegetated rivers with reliable data; fig. S9).
Disentangling the effects of discharge variability and vegetation is chal-
lenging because perennial flow facilitates the establishment of vegetative
cover, and meandering rivers with scarce vegetation are rarely gauged.
SDAI is an imperfect proxy for flow variability because it does not capture
the punctuated flow events associated with, for example, monsoon pre-
cipitation in desert basins, given that it is calculated as the standard
deviation of monthly averages. However, it is a reliably measurable quan-
tity in small, ungauged, unvegetated rivers (unlike discharge ). Nonetheless,
the much clearer, step-like increase in migration angle with NDVI, and the
physical implication of the NDVI value at which it occurs, supports the
hypothesis that flow variability is not a primary driver of the observed
trend but merely correlates with the primary driver—vegetation (fig. S9).

Sediment flux
Sediment flux has been linked to meander migration rates [e.g., (56)].
To understand whether it affects spatial changes in migration patterns,
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Fig. 2. Vegetation increases the probability of meander expansion. Rose diagrams of migration angle, 6, distributions for rivers of varying bank vegetation densities (quantified by
NDVI): (A) vegetated, (B) semivegetated, and (C) unvegetated. We aggregated measurements from all bends of each vegetation class. Vegetated and semivegetated rivers are
composed of more bends that expand away from the river centerline, whereas unvegetated rivers are composed of bends that mainly translate downstream. C. var., circular variance.

Table 1. Variance metrics.

Vegetated Semivegetated Unvegetated
Linear variance 3281.18 337710 1461.26
(obsolete)”
Linear standard 57.28° 58.11° 38.23°
deviation
(obsolete)”
Circular variance 041 046 0.26
Circular standard 51.77° 54.75° 41.69°
deviation

*These are reported for the sake of comparison with classic literature, even though the use of these metrics
has been superseded by circular variance.

Table 2. Kolmogorov-Smirnov test. The Kolmogorov-Smirnov test between migration
angles in vegetated and semivegetated rivers indicates that the distributions are not
significantly different, in contrast to the comparison of distributions between
unvegetated and vegetated and unvegetated and semivegetated rivers. Circular mean,
circular variance, and the number of samples are also reported. Circular mean is
expected to be near zero because our measurement method defines zero as
downstream, with negative and positive values reflecting migration to the left and
right, respectively.

Unvegetated
Vegetated versus  Unvegetated versus
semivegetated versus vegetated semivegetated
Kolmogorov-
Smirnov statistic 0.051 011 0.15
p value 0.26 <1073 <1073
Vegetated Semivegetated Unvegetated
Circular mean 4.24° -041° 5.84°
Circular variance 041 046 0.26
Cirqular standard 5177° 54.75 41.69
deviation
Number of samples | 2994 443 965

we compared modeled values of bed and suspended sediment fluxes (57)
with our calculations for migration angle. Only nonpermafrost vegetated
rivers greater than 30 m wide were analyzed to ensure reliable modeled
values (supplementary text). No relationship was observed between me-
dian migration angle and sediment flux, suggesting that the latter is not
a primary driver of migration trajectory for these rivers (fig. S10).
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Floodplain confinement and lithological heterogeneities
Migration dynamics not only depend on river curvature (16, 58) but are
also influenced by the erodibility of the substrate through which the river
cuts. Erodibility, in turn, can vary owing to both allogenic factors [e.g.,
the presence of bedrock valley flanks; (59-62)] and autogenic processes
[e.g., the formation of erosion-resistant plug bars left behind by cutoff
channels; (63, 64)]. Erosion-resistant bank materials are often related to
floodplain heterogeneity, and specifically to the abundance of cohesive
sediment [as a channel migrates against, e.g., abandoned channel fills
or mud-rich units such as older crevasse splays; (45, 65-71)]. Although
theoretical frameworks have demonstrated that downstream migration
is intrinsic to meander development [e.g., (61-53, 72-76)], the transla-
tional component of migration is generally dwarfed by its expansional
component in vegetated rivers, such that translation is often attributed
to the aforementioned forcings when observed in the rock record.
Rivers in this study are not systematically confined by topography.
Whereas low-erodibility regions can influence migration patterns, they
are not a prerequisite for translation because autogenic translation can
occur purely as a function of morphodynamics in homogeneous flood-
plains (51-54). Before the appearance of terrestrial vegetation, sand
and mud were better mixed in floodplains and channel deposits, result-
ing in lower degrees of floodplain heterogeneity [(10, 12); fig. S4].
Therefore, areas of low bank erodibility likely became more common
after the advent of vegetation owing to changes in the distribution of
mud in fluvial systems. If translation were primarily attributed to iso-
lated floodplain regions of low erodibility in the investigated rivers, the
greater floodplain heterogeneity of vegetated rivers would cause a
higher proportion of vegetated river bends to translate downstream
relative to unvegetated ones, contrary to observations (Fig. 2). Isolated
regions of low erodibility due to floodplain heterogeneity are thus un-
likely to be the primary driver of bend translation in unvegetated rivers.

Vegetation increases avulsion timescale and sinuosity

We hypothesize that the differences in migration angle distributions
between vegetated and unvegetated bends arise from the effects of veg-
etation on meander development. Classic meander development theory
states that, after initial development from a nearly straight channel,
low-sinuosity bends primarily translate until the bend becomes suffi-
ciently sinuous that expansion becomes predominant (57-53). In the
terminal phase of development, expansion and translation slow until
the bend undergoes cutoff and the cycle restarts.

‘Without bank vegetation, sediment is transported further from the chan-
nel and levees are subdued or absent (12, 14, 77). Avulsions occur when bed
aggradation reaches around one channel depth (78), or when levee slopes
are greater than the in-channel slope [termed gradient advantage; (79, 80)].
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Fig. 3. Influence of vegetation and climate variability on migration trajectory.
(A) Cumulative distribution functions (CDFs) of migration angle, 6. Thin lines show
CDFs of each river in each class, and thick lines show aggregated data for each
vegetation class. (B) Median migration angle as a function of NDVI, a measure of
vegetation density. Points represent each studied river and are colored by SDAI to
show variability within vegetation classes. Dark colors indicate seasonal climates, and
light colors indicate consistent climates. For low-NDVI rivers, the median 0 value
increases sharply with slight increases in NDVI. The breakpoint (identified through
piecewise linear regression) in the relationship at NDVI = 0.164 reflects the presence
or absence of vegetation, which governs migration trajectory. (C) Median migration
angle as a function of the standard SDAI. The breakpoint in the relationships suggests
similar threshold behavior, but low-SDAI rivers tend to have low NDVIs, such that
vegetation is still interpreted as the primary driver. In (B) and (C), solid vertical lines
show the breakpoint identified through piecewise linear regression. Dashed vertical
lines indicate the standard error (N = 49). Red lines indicate linear regressions for
data on both sides of the breakpoint. R?, coefficient of determination.

Subdued levees have very low slopes such that gradient advantage is un-
likely to be a trigger. However, given the very low levee heights of unvege-
tated rivers, the bed aggradation required to trigger an avulsion (for a given
width and sediment flux) is lower, such that we hypothesize that unvege-
tated rivers have shorter avulsion timescales than vegetated rivers of sim-
ilar width.

Although modern unvegetated meandering rivers are typically mud
rich, the vast majority of silt and clay-sized sediment is transported
as sand-sized aggregates that are mixed into the same architectural
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elements with quartz and lithic sand grains. This implies transport
equivalence: Large, low-density aggregates are transported alongside
smaller, denser, individual grains [(12, 14); supplementary text].
Suspended sediment flux affects levee development and migration rates,
but the composition of the suspended sediment itself is unlikely to.

Sediment flux is challenging to constrain in ungauged unvegetated
rivers, although we found no significant relationship between sediment
flux and migration angle in larger (>30 m wide) nonpermafrost vege-
tated rivers (fig. S10 and supplementary text). Furthermore, unvegetated
rivers are thought to have elevated sediment fluxes relative to vegetated
rivers of similar width and migration rate (56), which would further
increase avulsion frequency due to enhanced bed aggradation (81).

In addition to undergoing avulsions more frequently, chute cutoffs
are more frequent in unvegetated rivers, further limiting sinuosity (82).
Expansional, unvegetated river bends are not common, but observed
examples of neck cutoff suggest that very high sinuosity can develop
given sufficiently long avulsion timescales (fig. S11). These instances,
and our results as a whole, imply that highly sinuous, expansional bends
can occasionally form in unvegetated rivers, but the probability of them
forming and being preserved in the rock record is substantially lower
than for vegetated meandering rivers.

Because planform morphology and meander development are scale in-
dependent (16, 83, 84), the reduced avulsion timescales and sinuosity are
interpreted to be due to bank vegetation density rather than river or catch-
ment size. Modern unvegetated meandering rivers are typically less than
30 m wide (10); however, they do not represent an upper size bound [e.g.,
(8)]. Rather, larger rivers form in larger catchments that integrate hydrologi-
cal processes over greater areas such that they are more likely to be peren-
nial and therefore support vegetation. Any controls on avulsion and cutoff
timescales, related to lack of bank vegetation, are expected to remain similar
for larger rivers that may have formed before the evolution of vegetation.

The statistically significant shift in migration angle distributions, associ-
ated with sinuosity quintiles, implies that bends in unvegetated rivers align
well with theoretical relationships between meander development and
sinuosity (Fig. 4). By contrast, vegetated river bends do not, as the statisti-
cal similarity of the lowest and highest sinuosity quintile distributions
implies less dependence of migration angle on local bend sinuosity. Rather,
plants stabilize riverbanks, anchor meander inflection points, and promote
the formation of highly sinuous, high-amplitude bends that frequently
undergo neck cutoffs [(16); see supplementary text]. These cutoffs, in turn,
facilitate the formation of a few sharp, translation-prone bends and alter
river migration both locally and nonlocally (10, 54, 85-87), such that the
morphodynamics of one bend depend on its neighbors. Hence, the ten-
dency of vegetated rivers to experience more frequent cutoffs explains why
their migration angles are not simply a function of local bend sinuosity,
and thus why the relationship between migration trajectories and bend
sinuosity deviates from theoretical expectations for vegetated rivers.

Implications for the sedimentary record
Accurately reconstructing sedimentary environments—and particularly
fluvial ones—has profound implications for our understanding of how
the entire Earth system has evolved. Specifically, characterizing the
planform geometry of ancient rivers has implications for critical shifts
in global biogeochemical cycling [e.g., (88-90)] and our fundamental
understanding of how terrestrial life developed (4). Until recently, the
paucity of recognized meandering river deposits led to the hypothesis
that vegetation and meandering rivers coevolved and, by extension, that
single-threaded rivers would have been exceedingly rare before the ad-
vent of vegetation (1-3, 90-94). Whereas single-threaded rivers can and
have formed in the absence of vegetation for at least 2 billion years (2,
25, 26, 28, 30, 31, 46, 77, 95-100), the data presented in this work suggest
they likely have been underrecognized and encourage modification of
the criteria to identify them in the rock record.

Multiple lines of evidence are typically necessary to reconstruct
river planform geometry. Field observations of the sedimentology and
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0.001 oo _,,.r", Ef;?;;“c; 0092 0.0 have been heavily studied in the floodplains of modern riv-
0.012 | J 1.0 ers (29, 32, 33, 35-38, 42-44). Whereas these analyses have
0.010 08 shown the depositional variability within rivers of similar
0.008 planform geometries, they universally highlight the fo-
0.6 cused, downstream migration of bars in braided and mul-
0006 04 tithread rivers and the tendency of point bars in meandering
0.004 f“zg;jg;e‘fg;*‘“ rivers to migrate much more variably. Measurements pre-
0.002 E};nsvég::ac*ég :22331 02 sented in this work are solely from one channel generation,
0.000 100 — p=0158 0.0 such that they are expected to be lower, for example, than

50

Migration angle, 6 (°)

150 -150 -100 -50 0 50

Fig. 4. Influence of bend sinuosity on migration trajectory. (A to J) Normalized histograms and cumulative
distribution functions of migration angle, 0, subset by quintiles of sinuosity (as measured for all vegetated
rivers). Sinuosity quintiles range from 1t01.02 (B), 1.02 to 1.12 (D), 1.12 t0 1.38 (F), 1.38 to 1.83 (H), and 1.83 to
744 (J). We combined vegetated and semivegetated rivers because distributions of © are not significantly
different. For unvegetated meandering rivers, low sinuosity bends are more likely to translate than higher
sinuosity bends. The 6 distributions between the lowest and highest sinuosity quintiles are significantly
different in unvegetated rivers (p = 0.004), whereas the distributions are not different in vegetated rivers
(p=0.344). The p values are associated with two-sample Kolmogorov-Smirnov (K-S) statistics.

stratigraphy of rocks—including the degree of amalgamation, grain size
and variability, and general organization of deposits—often provide the
foundation for analysis. However, few stratigraphic features have uni-
versal, definitive origins: for example, a previous study (33) demonstrated
that lateral accretion (typically associated with meandering planforms)
dominates the deposits of the braided Brahmaputra River. Conversely,
sandy meandering rivers can produce deposits with extreme amalgama-
tion, no preserved mud, and almost no evidence of lateral accretion, such
that fluvial style is indeterminable without planform rock exposure (24).
Furthermore, because the difference between barforms and bedforms
is one of relative scale, multiple scales of architectural elements must
be clearly observable for architectural analysis. Classifying elements is
often challenging in poorly exposed prevegetation rocks that are already
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100

150 those reported in a previous study (29) that documents

floodplain records of multiple channel generations. How-
ever, the relative decrease in circular variance between
vegetated and unvegetated rivers in this work is similar to
that between single-threaded (meandering) and multi-
threaded (wandering and braided) rivers in that same work.

‘We have shown that many modern unvegetated mean-
dering rivers are predominantly composed of downstream-
migrating bars. Therefore, using aggregated current and
accretion directions of their deposits to reconstruct chan-
nel sinuosity (as has been done extensively for ancient
river systems) would likely lead to the misinterpretation
that those rivers were braided rather than meandering.
These results highlight the need for detailed analyses of depositional
features observed in modern analogs (11, 12, 14). Additionally, paleocur-
rent analyses should only be relied upon when bedforms and barforms
can clearly be differentiated to demonstrate the past existence of dis-
tinctive flow patterns (e.g., helicoidal flow cells in meander bends). If
bedforms and barforms cannot be readily distinguished, unimodal, down-
stream migration of amalgamated architectural elements cannot be taken
as evidence for a braided planform (Fig. 3). Together, the propensity of
unvegetated meanders to translate downstream and use of aggregated
paleocurrent and accretion measurements may have driven a fundamen-
tal misunderstanding of the prevegetation record, with cascading impacts
on the accepted views of the coevolution of the hydrosphere, biosphere,
and geosphere on Earth.
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NANOMATERIALS

Deciphering icosahedra structural
evolution with atomically precise

silver nanoclusters

Feng Hu', Gaoyuan Yang?, Lu-Ming Zheng’, Gui-Jie Liang?,
Quan-Ming Wang'*

Determining the atomic structure of nanoparticles (NPs) is
critical for understanding their structural evolution and
properties. However, controlling the growth of multiply-twinned
metal NPs remains challenging because of numerous
competing pathways. In this work, we report the synthesis of
two giant silver icosahedral nanoclusters, [Ag213(CECR1)96]5‘
and [Aga2sCl24(C=CR2)150]°~ (Ag213 and Agaze, R1=3,4,5-F3CeH>
and R2 = 4-CF3CgHg), achieved through ligand engineering and
kinetic control. Single-crystal x-ray diffraction reveals

that Agp13 and Agso9 have multilayered icosahedral Aga; |
(Ag13@Ag4,@Agss) and Agao7 (Ag13@Ag4,@Age@Ag150) Cores,
respectively. Notably, Agso9 with 260 valence electrons is the
largest Ag®-containing nanocluster reported to date. These two
giant silver nanoclusters are metallic in nature, as confirmed
by their plasmonic absorption and pump-power—dependent
excited-state dynamics. Their atomically precise structures
support the layer-by-layer evolution from nuclei to seeds

of silver icosahedra.

The shape control of metal nanoparticles (NPs) is very important ow-
ing to their morphology-dependent properties (I-4). Understanding
the evolution pathways of NPs is essential for controlling shapes and
tailoring properties (5-8). NP synthesis typically involves three stages:
the formation of nuclei, seeds, and nanocrystals. The mechanism of
nucleation has been extensively studied (9-11), and the evolution from
seeds to nanocrystals has been revealed by electron microscopy (5, 12).
However, it remains challenging to visualize the growth from nuclei
to seeds owing to the small size of the evolving species. We propose
that determining the structure of giant metal nanoclusters (2 to
4 nm) may offer invaluable insights into the growth process of NPs. In
this context, we synthesized large silver nanoclusters (2.1 and 2.6 nm)
with an icosahedral morphology, and their well-defined atomic struc-
tures serve as bridges between nuclei and seeds.

Icosahedral morphology is commonly found in many noble metal
NPs. An icosahedron is a regular polyhedron composed of 20 coplanar
tetrahedra with 12 vertices, 30 edges, and 20 faces (13, 14). Its {111}
faces, corners, and edges are responsible for many interesting elec-
tronic, optical, and catalytic effects that have been reported. Silver
icosahedral species are energetically favored at small size (<2 nm,
~300 atoms) (15). Controlling the synthetic parameters, including surface
ligands and reduction conditions, is essential to producing large-sized
silver icosahedra (3, 16, 17).

Because slow reduction is generally beneficial to the formation of
icosahedra (15), we used weak reductant diphenylsilane (Ph,SiH,) to
reduce alkynyl-silver precursors in an attempt to synthesize large ico-
sahedral silver NPs. We managed to grow two x-ray-quality single
crystals of 20-fold twinned silver nanoclusters, [PhyP]5[Ags13(C=CR1)g6]
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(Ministry of Education), Tsinghua University, Beijing, P. R. China. >Hubei Key Laboratory of Low
Dimensional Optoelectronic Materials and Devices, Hubei University of Arts and Science,
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(Ag213) and [PhyPl5[Ag429Clo4(C=CR2)150] (A8429) (R1 = 3,4,5-F5CeHo;
R2 = 4-CF3CsHy) (Fig. 1), and resolved their atomic structures. Ags;s
and Agso9 have three- and four-layered icosahedral core structures,
respectively, which strongly suggests a layer-by-layer evolution from
icosahedral nuclei to seeds. Additionally, Ags;3 and Agsog are metallic
in nature, as confirmed by their plasmonic absorption and pump-
power-dependent excited-state dynamics.

Synthesis

Instead of using NaBH,4 (16), a strong reducing agent extensively used
in metal nanocluster synthesis, we used Ph,SiH, as a weak reductant
to effectively slow down the reduction rate and limit the generation of
intractable precipitates (18, 19). Organic ligands on the surface of nano-
clusters play an important role in regulating the size and arrangement
of the kernel. Ligands with small steric hindrance may adopt a compact
arrangement in the ligand shell (20), which favors the formation of a
large kernel. Previously, 3,5-ditrifluoromethyl phenyl acetylene has
been used during the synthesis of [Agluclg(CECR)51]3_ (Ag10) (I8). In
this work, we chose phenyl acetylenes (3,4,5-trifluoromethyl phenyl
acetylene, 3,4,5-F3CsH,C=CH and p-trifluoromethyl phenyl acetylene,
4-CF3CsH4C=CH), which have lower steric hindrance, and successfully
prepared two well-defined silver icosahedral nanoclusters, Ags;3 and
Agao9. The introduction of fluoro groups in these alkynyl ligands is
based on a ligand engineering strategy that intercluster F---F interac-
tions may provide extra stabilization force favoring the efficient packing
of the clusters, thereby enabling the formation of stable crystals (21).
The chlorides in Agys9 come from Ph,PCl rather than dichloromethane
because Agys9 could not be obtained in the absence of PhyPCl. When
Ph4PCl was replaced with Ph,PBr in the synthesis, black crystals with
an ultraviolet-visible (UV-vis) absorption spectrum nearly identical to
that of Agyy9 Were obtained, which suggests that Ph,PBr can also be
used for the synthesis of Agsg containing bromides (fig. S1).

Structural analysis of Ag,;3 and Agsz9

Single-crystal x-ray diffraction revealed that Ags3 is composed of 213
silver atoms and 96 alkynyl ligands, whereas Agso9 consists of 429
silver atoms, 24 Cl ligands, and 150 alkynyl ligands. The metal kernel
sizes of Ags13 and Agyag are 2.1 and 2.6 nm, respectively (figs. S2 and S3).
The molecular formulae of Ags;3 and Agyog are [PhyP]5[Ags13(C=CR1)gs]
and [PhyP]5[Ag409Clo4(C=CR2)150], respectively. Although the cations
in Agos and Agyag Were not resolved, the existence of Ph,P* was con-
firmed by electrospray ionization time-of-flight mass spectrometry in
the positive ion mode (fig. S4). In the negative ion mode, Ag,;3 shows
two main signals at mass/charge ratio (m/z) = 7583 and 9532, corre-
sponding to [Agss(C=CRy)es]” (7573) and [Agaiz(C=CR1)gs]"™ (9466),
respectively (fig. S5A). Similarly, Agysg exhibits two peaks at m/z =12195
and 14634, corresponding to [Ag429C124(CECR2)150]6" (12082) and
[Ag420Claa(C=CR2)150]°~ (14498), respectively (fig. S5B). The mass dif-
ference between measured and simulated is a result of their very large
molecular weight and the dynamic dissociation and/or association
of ligands and solvent molecules.

As shown in Fig. 2, the four-layered core-shell structure of Agoy3 is
composed of the icosahedral core Agiy; (Agis@Ag0 @Agss) and the
outermost shell Ag;(C=CR1)gs. The first layer Agy, encloses a center
silver atom to form a centered icosahedral Agj; with I, symmetry
(Fig. 2A), and the second layer is Agy4, with a Mackay icosahedron
structure (Fig. 2B). The two layers form a complete Agss icosahedral
structure. The third layer Aggs (Fig. 2C and fig. S6) is derived by sym-
metrically truncating the six vertices on the waist of the complete
icosahedron Aggs. The absence of these six silver atoms causes the
Agyqq core to have Cyy, rather than I;, symmetry (Fig. 2D and fig. S7).
Surrounding the Agy; core is an Agyo shell built up from two triple-
spiral fan-shaped Ag;s and 12 Ags triangles (Fig. 2, E and F). The aver-
age Ag-Ag bond lengths of the first, second, third, and fourth layers
are 2.887 A, 2.929 A, 2.955 A, and 3.014 A, respectively (table S1).
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Agyo9 has a five-layered concentric structure. It is composed of an
icosahedral core Agsg7 (Ag13@AZ40 @AL9s @AZ150) and a peripheral
protective shell Agy3o(C=CR2)150. The first three layers of silver atoms
are the complete Mackay icosahedra Agys, Agso, and Agy, (Fig. 2, G to
I), which form a centered icosahedron Agyy; with 20 triangle {111} faces.
The fourth layer of Agyso is derived from a larger icosahedral Agis; by
symmetrically removing 12 vertices (Fig. 2J). Therefore, the Agyg; core
consisting of four layers still has I;, symmetry. The projection of Agsg;
along the [100], [111], and [023] axes shows the Cs, Cs, and Cs symmetry
(Fig. 2, K to M). Surrounding the Agsg7 core is an Agyss shell consisting
of six dumbbell-shaped Agy, and eight triangular Agg (Fig. 2, N and O).
The average bond lengths of the first, second, third, fourth, and fifth
layers of silver are 2.864 A, 2.900 A, 2.932 A, 2.940 A, and 2.997 A, respec-
tively (table S2).

An icosahedral nanocrystal is composed of 20 vertex- and face-
sharing fcc tetrahedra. In the Agyy; core of Agy;s there are three kinds
of tetrahedral units (Agys, Agig, and Agso; see Fig. 3, A to C). Agyois a
tetrahedral unit with a complete four-layer fcc arrangement
(Ag:Ags:Ags:Agr0). Agrg and Agyg units are derived from Agyg by remov-
ing one and two vertex silver atoms, respectively. The Agy4; core consists
of 12 Agg units, 6 Agyg units, and 2 Agso units. The Agsgy core in Agyog
has 20 identical incomplete Ags, tetrahedra (Fig. 3D), which is derived
from removing three vertex silver atoms from a complete Agss tetrahe-
dron. The Ags, unit has five close-packed layers of silver atoms stacking
in the pattern of Ag:Ags:Ags:Ag10:Ag10. The icosahedral configuration,
characterized by {111} facets and near-spherical geometry, is well known
to minimize surface free energy. However, its stability will be com-
promised with increasing size owing to rapidly accumulating strain
energy. In Agy13 and Agyo9, the apex truncation of tetrahedral units and
formation vertex-deficient icosahedral shells are identified as an
effective way to release strain (22-24). For an icosahedron, the number
of atoms S, in each layer can be calculated by S,y = 1072 + 2 (where
S is the number of surface atoms in respective layers and n is the
number of concentric layers) (13). Unlike Agy;, with a small two-layered ico-
sahedron core (Agss, 1+S1+S5) (I18), the cores of Agys and Agyog are

A

2.1 nm

2.6 am

three-layered icosahedron Agyy (1+S1+S,+S3-6; Fig. 3E) and four-layered
icosahedron Agsg; (14S1+So+S3+S4-12; Fig. 3F).

Alkynyl ligands exhibit diverse coordination patterns on the surface
of Agyy13 and Agyse. They can be divided into two categories: (i) bridging
on the surface of the nanocluster (fig. S8, A to D) and (ii) connecting the
sublayer and the outermost layer (Fig. 4, A and B, and fig. S8, E and F).
There are five kinds of alkynyl ligands in Agy;3. Ten alkynyl ligands
(fig. S8A) and 20 alkynyl ligands (fig. S8B) are directly attached to the
fan-shaped Agys and triangular Ags surfaces (fig. S9, A and B). The centers
of six pentagonal Ags on Aggg are occupied by the alkynyl ligands in the
ue-n, 0% 1% 0 n', n' mode (fig. S9, C and D). The other alkynyls filled the
cracks on the surface of Agy3 kernel (fig. S9, E to H). Each pentagonal
vertex of Agsg is occupied by one ps-n', n', n' coordinated alkynyl ligand.
Thirty alkynyl ligands link the Ag;s and Ags units together. In Agys9, 36
and 24 alkynyl ligands (fig. S10, A and B) are distributed on the surface
of hexagonal Ag; and triangular Agg, respectively. There are six -1, ',
", %, n' coordinated alkynyl ligands (fig. S10, C and D) in the quadrilat-
eral Ag,. The vertices of the pentagon on Agy5o are connected to five ]Jg'l]l,
nl, nl coordinated alkynyl ligands (fig. S10, E and F). Twenty-four alkynyl
ligands (fig. S10, G and H) act as bridges between Ags and Ag; units. Each
chloride takes pz-nl, nl mode as a bridge on an edge of pentagonal Ags
in Agusg (Fig. 4C and fig. S8G). As shown in fig. S11, it is noteworthy that
the surface ligands of Agy;3 display intercluster F--F interactions with
distances ranging from 2.778 to 2.969 A. These F-F interactions are also
observed in Agsng, with distances ranging from 2.723 to 2.983 A. These
F---F distances are comparable to those of conventional F---F interac-
tions (21).

Ligand-protected giant silver nanoclusters are rare because of the
difficulties in synthesis and structure determination. Ag,sg is the only
well-defined NP with more than 400 silver atoms. Thiolate-protected
giant silver nanoclusters (~2.5 nm) have been reported (25), exhibiting
decahedral morphology based on a pentagonal bipyramid. By sharp
contrast, the alkynyl-protected Ag,;3 and Agysg synthesized in this work
are icosahedral. This difference in shape is likely caused by the differ-
ent binding modes of alkynyl and thiolate ligands: Whereas thiolate

Fig. 2. Structural anatomy of Agz;13 and Agaze. (A to F) The four-layered core-shell structure of Agzis. (A) Inner
Ag;3 centered icosahedron. (B) Second layer of Ags, icosahedron. (C) Third layer of Aggs icosahedron. (D) Icosahedral

Fig. 1. Silver icosahedra. (A and B) Molecular structures of
[Ag213(C=CR1)g6]°" (A) and [AgazsClaa(C=CR2)150]*" (B)
(R1=34,5-F3CeHy; R2 = 4-CF3CgH4) (Ag, pink; Cl,

black; F, green; C, gray) determined by single-crystal x-ray
diffraction. All hydrogen atoms are omitted for clarity.
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Agia core viewed along C; axis. (E) Outermost shell of Agz. (F) Overall Agai3 kernel structure with the outermost
shell of Agz, highlighted in blue. (G to O) The five-layered core-shell structure of Agsos. (G) Inner Agi3 centered
icosahedron. (H) Second layer of Aga; icosahedron. (1) Third layer of Agg, icosahedron. (J) Fourth layer of Agiso
icosahedron. [(K) to (M)] Icosahedron Agzgy viewed along C», C3, and Cs axes, respectively. (N) Outermost shell of
Agi32. (0) Overall Agsog kernel structure with the outermost shell of Agis, highlighted in blue.
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ligands primarily coordinate with surface silver atoms (26, 27), alkynyl
ligands can both coordinate to these atoms and bridge the outermost
layer with the underlying sublayer. Alkynyl ligands may adopt both ¢
and = bonding to coordinate silver atoms (28, 29) (fig. S8, E and F).
As shown in fig. S12, because of the binding of alkynyl ligands to the
sublayer silver atoms, the Ag-Ag bond lengths between the sublayer
and the outermost layer are substantially longer (2.942 and 2.937 A
for Agsi3 and Agusg, respectively) compared with those in between
inner layers (2.834 and 2.823 A). In addition, the formation of icosa-
hedral nanocrystals tends to be more likely when the reduction rate
is kept sufficiently slow because low reduction rate favors kinetically
controlled nucleation (75). The weak reducing agent Ph,SiH, instead
of the strong NaBH, reduces the silver precursor needed to obtain

Agy3 and Aguog.

A E

12=fllny

147-6=141

A B :;rx:u: ' 309-12=297

Fig. 3. The tetrahedral units and representative facets. (A to D) Various tetrahedral units.
(E) Top and side view of Agis; core in polyhedral drawing. (F) Top and side view of Agog7 core in

polyhedral drawing.

c Top view

Side view

Ag,, O,

Ag.Ag,, (CSCRI),,

Fig. 4. Peripheral metal-ligand shell. (A) Binding motifs on the surface of Agz13 (Ag, pink and
blue; Cl, black; F, green; C, gray). (B) Binding motifs on the surface of Ags»g. (C) The binding

mode of Cl on the Agiso layer of Agsog.
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Steady-state absorption and transient absorption

UV-vis absorption spectra of Ags;3 and Ag4sg in dichloromethane
at room temperature (Fig. 5, A and B) reveal single, prominent absorp-
tion peaks at 478 and 475 nm, respectively, attributed to the localized
surface plasmon resonance of large-sized silver nanoclusters. The
absence of multiple excitonic absorption peaks, typical of molecule
species, supports their metallic nature. The stability of Agy;3 and Agasg
was monitored with absorption spectroscopy (fig. S13). In the absence
of light, Agy13 and Agysg in dichloromethane could be stable for 1 and
3 days, respectively. Under ambient light, their stability durations were
reduced to 4 hours and 12 hours, respectively. Their stability also de-
creased at elevated temperature —both Agso9 and Ags3 can stay intact
for only 1 hour at 40°C.

Metal nanoclusters of 1- to 3-nm size are ideal candidates
for studying the boundary between molecular and metallic
states (30, 3I). Time-resolved transient absorption (TA) spec-
troscopy has recently been applied to study the electronic
dynamics of gold nanoclusters (19); however, similar studies
on silver nanoclusters have not been reported. We measured
the TA spectra of Agy;3 and Agysg. The UV-vis absorption spectra
before and after the TA experiments are identical, which in-
dicates that no decomposition occurred (fig. S14:). The linear
relationship between the maximum intensity of TA signals and
pump fluence rules out the possibility of multiphoton effects
and optical damage to the sample (fig. S15). Under 400-nm
excitation, both TA data maps of Ags;3 and Agysg are similar
to Ag NPs (32), which shows a strong ground-state bleaching
(GSB) at 485 (Agsy3) or 483 nm (Agsog) and a wide excited-
state absorption band at 520 to 700 nm (Fig. 5, C and D).

The GSB at 485 and 483 nm corresponds to the absorption
at 478 and 475 nm in steady-state absorption of Agy3 and
Aguo9, respectively. The TA data maps show that the TA signals
of Agy13 and Agyo9 mainly attenuated at 5 ps (Fig. 5, E and F).
Decay Kkinetics under different pump fluences were tested,
and the spectral features of Ags;3 and Aguog are not depen-
dent on pump fluences (figs. S16 and S17). The kinetic traces
of Agyy3 at selected wavelengths (485 nm) indicate that it takes
50 ps for the TA signal to completely decay to zero (Fig. 5G).
However, it takes 100 ps for the TA signal of Agyo9 at 483 nm
to decay to zero (Fig. 5H). The GSB signals for Agssg show an
unusual increase at 20-ps time delay with substantially stronger
pump fluences (fig. S18), similar to what was observed for Ag
NPs by Hodak et al. (32).

The GSB at 485 nm was selected to study the power-
dependent dynamics of Ag,3. The decay process of Agsys
shows pump-power-dependent excited-state dynamics (fig.
S19A). Through global fitting analysis of Agy;3 pumped with
an excitation pulse energy of 64 nJ per pulse, the lifetime of
electron-phonon coupling (te—pn) is found to be 0.97 ps (fig.
S20). Similarly, Agso9 Shows a positive dependence on the pump
fluence (fig. S19B). However, in addition to Te_pn, an additional
long-time component corresponding to phonon-phonon cou-
pling (tph-pn) appears in the TA maps. Global fitting analysis
of Agss9 pumped with an excitation pulse energy of 44:nJ per
pulse determines Te_pn and Tph—pn to be 0.69 and 3.79 ps, re-
spectively (fig.S21). The intrinsic te_pn (To) values for Agas
and Ag4sg are determined to be 0.64 and 0.42 ps, respectively,
by extrapolating the linear trend in relaxation rates to zero
laser pulse energy (Fig. 5, I and J, and tables S3 and S4). Using
the same method, the intrinsic tpn_pn 0f Ag4sg is determined
to be 3.4 ps (fig. S22) The room-temperature electron-phonon
coupling constant G is typically used to represent the rate of en-
ergy flow from the hot electron gas to the lattice (G = y*Ty/7o,
where y = 66 J m™® K2 and 7}, is the laboratory temperature). G
values for Ago;3 and Agyog are calculated to be 3.07 x 10'6 and
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Fig. 5. Steady-state absorption spectra and excited-state dynamics of Agz;3 and
Agazo. (A and B) UV-vis absorption spectra of Agsi3 (A) and Agazg (B) in CH,Cl, at
room temperature. (C and D) TA data maps of Agz13 (C) and Ags2g (D) pumped at 400 nm
in CHCly. (E and F) TA spectra of Agzi3 (E) and Agaog (F) as a function of time delay
between 0.5 and 50 ps. (G and H) Kinetics traces of Agz13 (G) and Agazg (H) probed

at selected wavelengths with different laser excitation pulse energies. (I and

J) Electron-phonon coupling time of Agzi3 (1) and Agazg (J) as a function of 400-nm
pump fluence.

4.68 x 10" Wm ™K', which are comparable to those of Ag NPs (32) and are
much larger than those of gold nanoclusters (1 x 10%to 2 x 10" W
m™2 K) of similar size (3I). Based on the analysis of TA data under
400-nm excitation, the excited-state lifetimes of Agy;3 and Agyog are
dependent on the pump fluence, displaying metallic electron dynamics.
The first thiolate-protected silver nanocluster Agu(SR)s0*™ (Agss)
exhibits a one-layered icosahedral structure (33, 34). Ag44, Ag11o (I8),
Ago13, and Agysg are silver nanoclusters with one-, two-, three-, and
four-layered icosahedral cores, respectively. The UV-vis absorption
spectra of Agy, and Agyy» display multiple excitonic transitions, indica-
tive of molecular characteristics. By contrast, Ags;3 and Agsog exhibit
strong surface plasmon resonance absorption and pump fluence-
dependent excited-state dynamics, confirming their metallic nature.

Discussion

We have isolated two cases of 20-fold twinned silver icosahedra, Ags;3
and Agao9, With precise atomic arrangement. Ags;3 and Agsog9 have 120
and 260 valence electrons, respectively, and they are metallic in nature.
Ag213 and Ag4<29 have multilayered icosahedral Ag14.1 (Ag13 @Ag42 @Aggs) and
Ago97 (AZ13@AZ4 @AZy @AE150) coOres, respectively. Their atomically
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precise structures provide invaluable information for supporting
the layer-by-layer evolution of silver icosahedra. Agsy9 is the largest
well-defined silver nanocluster containing Ag®. This work proves that
single-crystal x-ray diffraction is still the most powerful method to
determine well-defined structures. Because examples of giant metal
nanoclusters are rare, ligand engineering deserves extensive investiga-
tion in term of generating structural diversity of large-sized nanoclus-
ters. In addition, heterometal doping may be a promising approach to
improve the stability and enhance the properties of metal nanoclu-
sters. It is expected that interesting functional changes will emerge as
a result of the structural evolution of metal nanoclusters and NPs.
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HORSE EVOLUTION

Selection at the GSDMClocus in
horses and its implications for

human mobility

Xuexue Liu*?3%, Yaozhen Jia?f, Jianfei Pan’?, Yanli Zhang?,
Ying Gong?, Xintong Wang?, Yuehui Ma?, Nadir Alvarez>*®,

Lin Jiang®*, Ludovic Orlando™*

Horsepower revolutionized human history through enhanced
mobility, transport, and warfare. However, the suite of
biological traits that reshaped horses during domestication
remains unclear. We scanned an extensive horse genome time
series for selection signatures at 266 markers associated with
key traits. We detected a signature of positive selection at
ZFPMI—known to be a modulator of behavior in mice—
occurring ~5000 years ago (ya), suggesting that taming was
one of the earliest steps toward domestication of horses.
Intensive selection at GSDMC began ~4750 ya with the
domestication bottleneck, leading regulatory variants to

high frequency by ~4150 ya. GSDMC genotypes are linked to
body conformation in horses and to spinal anatomy, motor
coordination, and muscular strength in mice. Our results
suggest that selection on standing variation at GSDMC was
crucial for the emergence of horses that could facilitate fast
mobility in human societies ~4200 ya.

Horses have provided humans with fast mobility, traction, and new
modes of warfare for more than 4000 years (I). Over the past decade,
next-generation sequencing of large archaeological bone collections
has transformed our understanding of horse domestication (2-7).
Spatiotemporal shifts in genetic diversity identified the lower
Don-Volga steppes as the origin of modern domesticated horses (DOM2)
and dated the emergence of horse-based mobility to ~4200 years ago
(va) (6, 7). Two genetic modifications—common in DOM2 but rare in
other lineages—likely adapted locomotion and behavior to growing
human demand and exposure (6). Genomic evidence also showed that
Przewalski’s horses (PrZ), long considered the last truly wild horses
(8), descend from a separate domestication ~5500 ya on a distinct
Central Asian lineage (3, 7).

Concurrently, genomic tools and advanced phenotyping have
mapped the genetic basis of key disorders and traits such as speed,
ambling, and coat coloration. Targeted polymerase chain reaction
(PCR) genotyping of ancient horses further informed the selection
history of specific traits. This research, typically focused on single
traits, has revealed early selection for coat-coloration diversification
(9), fluctuating preferences for leopard spotted (10) and chestnut (1)
phenotypes, and the medieval emergence of natural amblers (12).
However, no study has traced the full spectrum of known trait-
associated markers, despite rich genome time series (2-7) and im-
proved methods for inferring selection timing and strength (13-15).

ICentre d’Anthropobiologie et de Génomique de Toulouse (CNRS/Université de Toulouse),
Toulouse, France. *State Key Laboratory of Animal Biotech Breeding, Institute of Animal
Science, Chinese Academy of Agricultural Sciences (CAAS), Beijing, P. R. China. *Department
of Genetics and Evolution, University of Geneva, Geneva, Switzerland. “Naturéum—State
Museum of Natural Sciences of the Canton de Vaud, Lausanne, Switzerland. °Department of
Ecology and Evolution, University of Lausanne, Lausanne, Switzerland. *Corresponding
author. Email: ludovic.orlando@utoulouse.fr (L.0.); jianglin@caas.cn (L.J.) tThese authors
contributed equally to this study.

Science 28 AUGUST 2025

We analyzed allelic trajectories at 266 trait-associated markers to
track selection on behavior, coloration, conformation, locomotion,
performance, and disease susceptibility. Our results suggest early selec-
tion on behavior, limited coat color diversification during initial
domestication, and selection for increased body size from the Iron Age
onward. Intensive selection for mutations regulating GSDMC tran-
scription coincided with the rise of DOM2 breeding and large-scale
horse-based mobility. These regulatory variants affect body conforma-
tion in horses and spinal anatomy, motor coordination, and limb mus-
cular strength in mice.

Results

Horse demographic history

Ancient DNA time series directly document temporal allele frequency
shifts, enhancing power to detect selection (16). Current methods infer
selection when observed frequency shifts deviate from neutral expecta-
tions. To model demography, we analyzed the site-frequency spectrum
of biallelic autosomal single nucleotide polymorphism (SNPs) in a
global panel of 71 individuals from 65 DOM2 breeds and 15 PrZ
horses (table S1 and fig. S1) using a two-step approach. First, we used
SMC++ (17) to obtain prior information on divergence time and de-
mographic change, accounting for structure within DOM2 (figs. S2 to
S4). We then refined the model with fastsimcoal2 (18) (table S2),
incorporating prior evidence of post-divergence contact (8) (Fig. 1A
and figs. S5 and S6).

The best-fit model dates the DOM2-PrZ split to ~4367 generations
ago [(ga); ~32,316 ya, based on the most recent generation time
estimate] (7), coinciding with increased climatic instability and in-
tensifying glaciation (19). While maintaining post-divergence con-
tact, both lineages remained largely isolated starting from the onset
of the Last Glacial Maximum [~26.5 thousand years ago (kya)] (20)
until the early 20th century, when captive breeding rescued PrZ
horses from extinction (8). This discontinuous contact history paral-
leled dynamic demographic trajectories (Fig. 1A) as PrZ populations
declined steadily after divergence and more sharply over the last ~94:
generations (~696 ya), whereas DOM2 experienced a sharp, albeit
brief, expansion post-divergence before declining and expanding
again ~4200 ya with domestication. Our results largely align with
previous models (4, 8, 2I) and support the widespread dispersal of
DOM2 horses by the late third millennium BCE (before common
era), as evidenced in archaeological assemblages and material cul-
ture (6, 7).

Identification of selection signatures

We used the DOM2 demographic model and a comprehensive horse
genome time series to test for selection at 266 trait-associated markers
(table S3). After excluding 69 loci with (nearly) flat allelic trajectories,
197 were left for analysis (tables S4 and S5). We applied CLUES2 (13)
to test for selection over neutrality (Fig. 2, D to F, fig. S7, and table S6),
under models assuming constant selection or one to two shifts in selec-
tion regimes (Supplementary Information section 4, fig. S7, and
table S6). Timing, dominance, and selection coefficients were inferred
through grid search (Fig. 2, G to I). SLIM (22) simulations confirmed
sufficient power to detect regime shifts (figs. S8 to S10), although selec-
tion onset could be slightly underestimated.

Out of the given candidates, 44 passed multiple testing correction
(Fig. 1B and table S6). However, 17 of 197 neutral-matched controls
also appeared under selection, indicating a false discovery rate (FDR)
of 8.63% (table S7). Raising the significance threshold reduced false
discovery and revealed more selection candidates among trait-
associated than a matched set of genome-wide random markers (—logyo
P-value = 7.11; FDR = 5.07%, enrichment-fold relative to neutral set =
3.3 versus 2.4, respectively; tables S7 and S8).

We further refined candidates using a Bayesian framework based
on particle marginal Metropolis-Hastings (PMMH) (14), which models
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Fig. 1. Horse demography and selection detection power. (A) Best fastsimcoal2 (18) demographic model for the DOM2 (orange)
and PrZ (green) lineages, with periods of contact post-divergence. Migration rates are shown near the red arrows. The numbers
reported on each lineage indicate the effective size (Ne) at the time marked by the dashed lines. Time is shown in generations ago
(ga) and years ago (ya), assuming the average generation time of 7.4 years from Librado and colleagues (7). (B) CLUES2 (13)
selection candidates for various —logjoP-value thresholds. In addition to trait-associated markers (red), matched genome-wide sets
of neutral loci (gray) and random variants (blue) are considered. The left vertical axis indicates the fraction of candidates passing
the —logioP-value threshold (bars), while the right vertical axis represents the ratio of the number of selection candidates identified
amongst trait-associated markers and random variants, relative to null loci (continuous lines). (C) Same as (B), but restricted to
those candidate markers also supported by PMMH (14) analyses. The black boxes highlight the —logjoP-value threshold retained.

Numbers above each bar indicate the number of loci that passed the respective threshol

two epochs and jointly estimates dominance and selection coefficients
(Fig. 2, J to L, figs. S11 to S23, and table S9). PMMH (14) validated
14 CLUES2 (13) hits and rejected all but two neutral controls, reducing
FDR to 1.02% (Fig. 1C and table S10). Trait-associated markers yielded
4.67 times more selection candidates than a genome-wide matched set
of random markers (14 versus 3). The latter included more markers
than the neutral set, suggesting that additional true selection targets
remain undetected in the genome time series. We focused on the 14
trait-associated loci identified (Fig. 3, with detailed examples in Fig. 2
and figs. S11 to S23), leveraging their known genotype-phenotype as-
sociations for clearer interpretation.

Selection history of trait-associated markers

Our conservative set of trait-associated markers reveals selection re-
gime shifts over the last ~10 to ~680 generations (~74 to ~5032 ya;
table S6). It includes causative variants with Mendelian inheritance
as well as heritable variants of unknown, small, mild, or severe effects
(table S3). Below, we outline nine markers with the most notable phe-
notypic effects (Figs. 2 and 3; see Supplementary section 4 for the
remaining five).

Three markers influencing body size showed evidence of selection: The
first is a T7BX3 enhancer, validated in knockout (KO) mice, affecting
hindlimb development, and accounting for 20.27% of withers height
variation in Asian breeds (~95 to 155 cm) (23). The “G” allele was se-
lected against in early domestication, then underwent strong positive
selection ~370 ga (~2738 ya), followed by milder selection since ~220 ga
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lection (coefficients = 0.83 to 22.75%)
for increased body size from the Iron
Age onward.

Four selected markers relate to
coat coloration (Fig. 3). The first
affects MCIR, with horses homo-
zygous for the recessive “T” allele
developing chestnut coats (29).
This allele was positively selected
for until ~260 ga (~1924 ya, coef-
ficients = 1.36 to 1.69%), but has
since faced negative selection
(-1.05to —1.53%), suggesting shift-
ing coat coloration preferences during antiquity (fig. S14 and table S9).
The three other markers are associated with silver coats
[PMEL_5 (30), fig. S15], and white patterning [KIT 3 (31), fig. S16,
and KIT 28, fig. S17 (32)]. KIT 28 underwent positive selection
(0.64 to 1.39%) through most of domestication until 20 ga (148 ya),
while PMEL_5 and KIT 3 experienced negative selection until
10 to 30 ga (74 to 222 ya) (—0.13 to —0.50%; Fig. 3 and table S9). No
positive selection was detected for 18 other coat coloration markers,
including those for leopard spotting, white, gray, cream, or modifiers
for white markings (table S6). These results challenge the hy-
pothesis of early widespread selection for full coat color diver-
sity (9, 33), pointing instead to fluctuating preferences shaped by
sociocultural and geographic contexts.

Two loci show selection during the earliest stages of DOM2 domes-
tication (6). One affects ZFPM1, a modulator of anxiety and contextual
fear learning in mice (34). DNA methylation at this locus is negatively
correlated with well-being in humans (35). Selection for the “C” allele,
~13.4 kb downstream of the longest transcript, began ~680 ga (~5032 ya),
~40 generations (~296 years) before the domestication bottleneck
started [~640 ga, ~4736 ya; (6)] (Fig. 2, A, D, G, and J, Fig. 3, and
tables S6 and S9), possibly reflecting early taming efforts prior to
DOM2 formation. The second marker, ~6.7 kb upstream of GSDMC,
involves a “C” allele previously hypothesized to affect horseback anatomy
(6). Human variants near GSDMC are strongly associated with chronic
back pain and lumbar spinal stenosis—a lower back condition that
causes pain and impairs walking (36, 37). The “C” allele had one of the
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top two selection coefficients
(9.84 to 18.69%; Fig. 2, B, E, H,
and K, and tables S6 and S9),
with selection spanning ~640 to
560 ga (~4736 to 4144 ya; Fig. 3),
aligning closely with the do-
mestication bottleneck (~640 to
540 ga, ~4736 to 3996 ya). It thus
emerges as a key early target in
DOM2 domestication.

Functional consequences of
GSDMC genetic variation
The selection history of the “C”
allele at GSDMC prompted inves-
tigation into associated genetic
and functional variation. The
EquCab3 reference genome (38)
includes two L1 transposable ele-
ments (L1IM3c and L1-5_EC),
~4.0 kKb downstream and 24.1 kb
upstream of the start codon, re-
spectively (Fig. 4A). Initial PCR
genotyping using EquCab3-based
primers failed, suggesting struc-
tural variation. We refined the
locus using PacBio de novo as-
semblies (table S11), enabling suc-
cessful primer design (table S12).
PCR genotyping 247 horses
from nine Asian breeds revealed
near-complete linkage between
the “C” allele and both L1 inser-
tions (Fig. 4B, figs. S24 and S25,
and table S13), a pattern con-
firmed in resequencing data
from 981 globally distributed
horses (fig. S26 and table S14).
Linkage disequilibrium and “C”
allele frequencies were lower in
nonspecialized Asian breeds, es-
pecially in northern China and
Mongolia (figs. S27 and S28),
consistent with allele frequencies
declining after ~2200 to 2450 ya
in Asia (fig. S29). Restricting selec-
tion analyses to pre-2300 ya
samples confirmed strong positive
selection (10.46 to 20.82%; Fig. 3
and fig. S30), overlapping the
domestication bottleneck.
These findings suggest selec-
tion on an extended haplotype,
although the causal variant re-
mains unknown. Over the past
~2300 years, this haplotype de-
clined in frequency among sev-
eral Asian breeds, primarily used
for pastoralism and agriculture in
China (39) (fig. S27). In Chinese
breeding, the body length-to-
height ratio discriminates horses
built for racing from others (40).
This trait was significantly as-
sociated with GSDMC genotypes
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Fig. 3. Overview of the selection history of 14 trait-associated markers. The figure shows those selection candidates
confirmed in both CLUES2 (13) (A) and PMMH (14) (B) analyses. Squares and circles represent selection coefficients before and
after the time indicated by dashed horizontal lines, respectively, with colors and sizes proportional to the selection intensity.
Vertical segments indicate the time of first occurrence of the derived allele in the genome time series. The DOM2 domestication
bottleneck is highlighted in gray. Black diamonds indicate the —logjoP-value of CLUES2 (13). PMMH (14) posterior distributions
of selection coefficients are shown as “inconclusive” (1) if the 95% HPD overlaps with zero and spans a range greater than 0.50.

in Ningqgiang horses—both the biallelic SNP and L1 insertions (Fig. 4,
C to E)—and with the SNP alone in a global breed panel (Fig. 4F and
tables S15 and S16). These results point to a role in body conformation
and/or locomotion.

The SNP position within the GSDMC promoter, together with nearby
structural variants, suggested regulatory potential. Transient transfection
in HEK293T cells confirmed that both L1 insertions down-regulate
transcription (Fig. 4G and figs. S31 and S32), a pattern mirrored
in muscle biopsies from L1M3c homozygous Kazakh horses (Fig. 4H).
Combined, these results indicate that the most prevalent DOM2
haplotype down-regulates GSDMC, reshaping body conformation
and potentially locomotion.

To test functional effects in vivo, we generated a mouse model
carrying a deletion spanning exon 12 and the 3’-UTR (Fig. 4, I and J,
A12; table S17), and conducted expression, anatomical, and behavioral
assays (fig. S35). In 12-week-old wild-type (WT) mice, GSDMC showed
ubiquitous transcription, with large variation across 12 tissues
(fig. S33), and lowest expression in muscle. A12 heterozygous (HET)
and KO mice showed significantly reduced transcription in kidney,
colon, liver, and claws (Fig. 4K), echoing the results from our in vitro
transfection assays.

CT scans revealed anatomical differences across GSDMC geno-
types. The kyphosis index (KI), measuring spinal curvature (41)
(Fig. 4L), was significantly lower in KO mice (Fig. 4M), consistent with
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20 40 the GSDM(C genetic association with
‘ ‘ ‘ lumbar stenosis in humans (36, 37).
-log,,P-value Histological analysis of the first lum-

bar spine (LS1; Fig. 4, Land N to Q,
and fig. S34) revealed major differ-
ences in KO mice, involving reduced
intervertebral disc area (Fig. 40), disc
height (Fig. 4P), and its most central
part [i.e., the (total) nuclear pulpo-
sus; Fig. 4Q], alongside expansion
of its most external part (annulus fi-
brosus; Fig. 4Q). We hypothesized that
these spinal anatomical changes could
alter locomotion.

To test this, we assessed muscu-
lar strength and motor coordina-
tion (Fig. 4, R to U, and figs. S36 to
S39). KO mice exhibited greater
forelimb strength, hanging longer
on limb hanging wire than the WT
(Fig. 4R), although no differences
were found in four-limb suspension
experiments (figs. S36 to S39). On a
rotating rod, KO mice had signifi-
cantly increased latency-to-fall than
the WT and HET under standard
(Fig. 4S) and accelerating conditions
(Fig. 4T), and when weighted with
~10% body mass attached to the tail
(Fig. 4U).

Our mouse models demonstrate
that the GSDMC locus shapes spinal
anatomy and locomotor traits, af-
fecting both motor coordination and
forelimb strength. In horses, the
same locus is associated with body
conformation and shows strong se-
lection, beginning with the domes-
tication bottleneck and ending with
the DOM2 expansion (6, 7). These
findings suggest that standing vari-
ation at GSDMC was instrumental to the emergence of horses with
enhanced locomotor capacity, facilitating increased human mobility
and speed of travel from ~4200 ya onward.
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Discussion

Despite sufficient statistical power, we detected no evidence of shift-
ing selection regimes at most loci, suggesting that many variants
with known phenotypic effects in modern horses were not subject to
strong selection in the deeper past. Alternatively, this paucity of de-
tected candidates may reflect spatially restricted selection nearly
fixing or purging variants in local populations, leaving minimal
impact on global allele frequency trajectories. Another limitation
stems from trait architecture. Our framework is optimized to
detect selective sweeps under low polygenicity, in which muta-
tions exert large, consistent fitness effects. However, many traits,
including temperament, performance, and endurance (42), are
highly polygenic, shaped by numerous alleles with small, often
antagonistic effects. In such traits, directional selection drives
rapid mean phenotypic change early on, followed by a slower pla-
teau phase as populations approach the new phenotypic optimum
(43). In the early phase, opposing-effect alleles exhibit minimal
frequency shifts, reducing power to detect selection from time-stamped
trajectories. Consequently, many targets of selection on complex
traits likely remain undetected in this study. This also holds, to a
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Fig. 4. Functional consequences of genetic variation at GSDMC. (A) UCSC annotations for the EquCab3 reference (38).

(B) Linkage disequilibrium between the SNP and the two flanking transposable elements in 247 Chinese horses. (C) Genetic
association analysis between the selected GSDMC biallelic SNP marker and body length-to-height ratio in 32 Ninggiang
horses. (D) Same as (C) for the LIM3c genotypes. (E) Same as (D) for the L1-5_EC genotypes. (F) Same as (C) in 836 horses.
(G) Luciferase-based reporter assay for constructions carrying the LIM3c insertion (LIM3c-INS) or not (LIM3cWT). (H) Real-time
PCR quantification of GSDMC muscular transcription for the three genotypes underlying LIM3c insertion (“non” indicates

the absence of the insertion). (I) Genomic background of WT and KO mice. (J) PCR-based mouse genotyping. (K) Real-time
PCR quantification of GSDMC transcription in mouse tissues. (L) CT scan of the murine thoracic ridge and spine, highlighting
the first lumbar spine (LS1). H and L indicate the two measurements for Kyphosis Index calculation (KI = H/L). (M) KI.

(N) Hematoxylin & Eosin staining of LS1 intervertebral disc (IVD), With annulus fibrosus (AF), end plate (EP), growth plate (GP),
nuclear pulposus (NP) and total nuclear pulposus (TNP). (0) IVD area. (P) IVD height. (Q) Fraction of IVD area represented

by NP, TNP, AF, and EP. (R) Performance on 10 Limb Hanging Wire (LHW) tests. (S) Latency-to-fall on rotarod rotating at
constant speed (n = 10 tests). (T) Same as (S) but with accelerating rotation. (U) Same as (T), with a load corresponding to 10%
of their body mass attached to the mouse tails. P-values of 0.05, 0.01 and inferior to 0.01 are shown with one, two or three
asterisks (*; WT versus KO) or hashtags (*: KO versus HET), respectively.
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lesser extent, for monogenic or
weakly polygenic traits, given
the modest enrichment of selec-
tion candidates in genome-wide
matched random sets relative to
neutral loci.

Nonetheless, our analyses un-
covered significant selection shifts
at loci associated with increased
withers height, broadly coinciding
with the rise of mounted cavalry
in warfare (28). Unlike in humans,
horse height is influenced by a
small number of loci, with four ex-
plaining up to 83% of global size
variation (24). Still, the selected
variants themselves confer only
modest size increases. Although
methods for estimating withers
height from fragmentary skeletal
remains have limitations (44), os-
teometric data indicate average
size increases in western Europe
from ~125 cm during the Iron Age
to ~135 cm in the Roman period
(45), and ~139 cm in the post-
medieval era (46). Individual, re-
gional, and contextual variation has
also been reported (45, 47, 48),
highlighting the role of nongenetic
factors, including nutrition, para-
sitic burden, and management prac-
tices in shaping body size.

Our findings also challenge pre-
vailing models positing selection for
diverse coat coloration phenotypes
as a hallmark of early horse do-
mestication (9). Instead, we pro-
pose that an early behavioral shift,
driven by selection at the ZFPM1
locus, paved the way for DOM2
domestication. This locus lies
~230.6 kb upstream of another lo-
cus showing signatures of regional
adaptation between Asian and
European horses (49) and was the
earliest to undergo positive selec-
tion before the domestication bottle-
neck. In conditional KO mice, ZFPM1
modulates anxiety and contextual
fear memory through neuronal
positioning in the dorsal raphe, a
core serotonergic brain nucleus (34).
These findings support the hypoth-
esis that enhanced tameness and
stress tolerance were key domestica-
tion prerequisites, facilitating closer
human-animal interactions and
adaptation to life in captivity. How-
ever, ZFPM] is pleiotropic, as it is
also involved in red blood cell pro-
duction and terminal differentiation
(50). Future work is needed to clarify
the phenotypic consequences of
selection at this locus in horses.
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Our results indicate that selection at the GSDMC locus was in-
strumental to the emergence and success of the DOM2 bloodline.
This locus showed one of the strongest signals of positive selec-
tion, precisely concurring with the DOM2 bottleneck. GSDMC ge-
netic variation influences the body length-to-height ratio in horses
and gene transcription. KO mice exhibit altered spinal anatomy (spe-
cifically, decreased curvature through intervertebral disc remodeling),
and show changes in motor coordination and forelimb strength.
These phenotypes parallel human GWAS linking GSDMC to lumbar
spinal stenosis and chronic back pain (36, 37), suggesting a
conserved role in shaping axial skeleton structure and locomotion.
We propose that selection acted on standing regulatory variation
at GSDMC, enhancing locomotor capacity and contributing to the
rise of horse-based mobility ~4200 ya (6, 7). This transformation
marked a turning point in human history, as equestrianism became
foundational to warfare, transportation, and societal organization
until the advent of motorized vehicles.
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CLIMATE MITIGATION

Land availability and policy
commitments limit global climate

mitigation from forestation

Yijie Wang?, Yakun Zhu't, Susan C. Cook-Patton®3, Wenjuan Sun®,
Wen Zhang®, Philippe Ciais®, Tingting Li°, Pete Smith’,

Wenping Yuan®, Xudong Zhu®, Josep G. Canadell™®, Xiaopeng Deng’,
Yifan Xu', Hao Xu®, Chao Yue®, Zhangcai Qin**

Forestation (afforestation and reforestation) could mitigate
climate change by sequestering carbon within biomass and soils.
However, global mitigation from forestation remains uncertain
owing to varying estimates of carbon sequestration rates
(notably in soil) and land availability. In this study, we developed
global maps of soil carbon change that reveal carbon gains and
losses with forestation, primarily in the topsoil. Constraining land
availability to avoid unintended albedo-induced warming and
safeguard water and biodiversity (389 million hectares available
for forestation globally) would sequester 39.9 petagrams of
carbon by 2050, substantially below previous estimates. This
estimate drops to 12.5 petagrams of carbon with land further
limited to existing policy commitments (120 million hectares).
Achieving greater mitigation requires expanding dedicated
forestation areas and strengthening commitments from nations
with considerable but untapped potential.

Forests deliver multiple economic and environmental benefits to society
(1, 2). Yet global forest loss has persisted in recent decades, primarily
because of disturbances associated with climate change and human activi-
ties (3, 4). Forestation aims to increase forest cover by establishing trees
on unforested land through reforestation and afforestation. Reforestation
involves land that has recently lost its forest, whereas afforestation focuses
on land not covered with forest in recent history (e.g., cropland, bare
land). Both practices could capture additional carbon within biomass and
soils (5, 6). If strategically implemented with careful consideration of loca-
tion, timing, tree species, and management, forestation could become a
cornerstone natural climate solution (7, 8), contributing substantially to
rebuilding land carbon stocks and supporting the Paris Agreement’s ambi-
tious climate targets (9). Current estimates of climate mitigation from
global forestation vary widely, ranging from <1 petagrams of carbon per
year (Pg C year‘l) to >10 Pg C yea.r"1 (7, 8, 10, 11). In comparison, global
fossil CO, emissions in 2023 were 10.1 Pg C year™ (12).

These disparities arise largely from varying estimates of the annual
carbon sequestration rate (per area) and the extent of land deemed suit-
able for forestation (7, 8). Carbon sequestration potential is often
estimated by changes in biomass carbon (aboveground and belowground
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biomass) and soil stocks over a certain period (e.g., 30 years). Although
carbon sequestration in biomass has been relatively well assessed
through a synthesis of worldwide field measurements (73), soil carbon
change as a result of forestation is relatively less represented (14, 15).
Additionally, estimates of global area available for forestation show a
10-fold difference, ranging from about 200 Mha to >2000 Mha (6, 10),
owing to differences in study objectives and methodologies. Many as-
sessments of land availability inadequately account for critical con-
straints such as albedo effects, water scarcity, biodiversity trade-offs, and
policy limitations (6, 10, 11). Notably, the spatial mismatch between bio-
physically suitable land (“supply”) and policy-driven forestation commit-
ments (“demand”) adds further complexity (6-18). To unlock forestation’s
potential as a scalable natural climate solution, two priorities are para-
mount: advancing integrated assessments of biomass and soil carbon
dynamics, and conducting holistic assessments of land availability that
reconcile biophysical, ecological, and socioeconomic factors. Together,
these steps will provide the foundation for strategically framing future
forestation efforts and evaluating climate mitigation impacts (7, 18).

In this study, we developed a machine learning model to quantify soil
carbon change after forestation. By integrating these results with bio-
mass sequestration estimates (13), we mapped global ecosystem carbon
sequestration rates (soil and biomass) resulting from potential foresta-
tion. Furthermore, we assessed land availability through the lens of
national policy commitments, explicitly addressing the “supply-demand”
disconnect, and reevaluated forestation’s climate mitigation potential.
Our findings provide actionable insights for optimizing land-use policies
and forestation strategies to maximize climate benefits.

Mapping global carbon sequestration rates

‘We mapped global carbon sequestration rates after forestation at 0.01°
resolution (Fig. 1). Ecosystem sequestration rates (Fig. 1A) are expressed
as annual net carbon changes in both biomass and soil over the first
30 years of forestation beginning in 2021 (2021-2050) to align with a 2050
carbon neutrality target. Soil organic carbon (SOC) changes (Fig. 1B)
are explicitly estimated to complement a prior study that focused only
on biomass (13). Using an approach similar to that of Cook-Patton et al.
(13), we developed a data-driven machine learning model (mSOC) to
map SOC change after forestation (see materials and methods sections
M1 and M2 in the supplementary materials). The model was trained
using 1595 paired soil layer-specific observations from sites under af-
forestation (87%) and reforestation (13%) across various forest types
(fig. S1 and table S1). The afforestation and reforestation submodels
differ in influencing factors (fig. S2), but both demonstrate reasonable
performance with cross-validation coefficients of determination (R%) of
0.88 for afforestation and 0.85 for reforestation (fig. S3).

Across the areas where new forests could potentially be established,
forestation leads to SOC changes (Fig. 1B), with >80% of the changes
occurring in the top 20 cm of soil (fig. S4A). SOC sequestration rates are
generally lower in tropical and some boreal regions. Local SOC losses
are predicted for reforestation on carbon-rich soils in tropical areas
(—0.46 + 0.53 Mg C ha™ year ! in Southeast Asia and —0.23 + 0.31 Mg
C ha™! year™ in the Amazon) and in boreal areas (—0.49 + 0.63 Mg C
ha™! year™! in northern Europe). It takes time for SOC to recover to
predisturbance levels after reforestation (15, 19). Factors conducive to
SOC loss include coarser soil textures (19, 20) and warmer and wetter
climates that accelerate SOC decomposition (21) (fig. S5). Afforestation
is more likely to increase SOC in places where initial SOC is low (e.g.,
cropland, bare land), including temperate Asia (0.27 + 0.35 Mg C ha™!
year"l) and savannas in subtropical Africa (0.18 + 0.37 Mg Cha™ year"l)
(Fig. 1B and fig. S4C). This aligns with field observations that recognize
the potential for increasing SOC sequestration in carbon-poor soils (22).
Even though SOC gain is predicted in areas originally covered with sa-
vanna, afforestation remains ecologically unsuitable owing to biodiver-
sity risks (16, 23). Note that the SOC prediction errors are generally small
and are minimized in data-rich low latitudes (Fig. 1C).
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Fig. 1. Estimated carbon sequestration rates with forestation across potential
lands. (A) Ecosystem carbon sequestration rate (soil and biomass combined).

(B) Soil carbon sequestration rate (0 to 60 cm). (C) Uncertainty of soil carbon
sequestration rate (0 to 60 cm). The positive values [(A) and (B)] show carbon gain,
and negative values show loss. The color-shaded areas show potential lands estimated
in this study (regardless of savanna biome boundaries); the areas under savanna are
further constrained. Data are available in data S1 (24).

Ecosystem carbon sequestration varies spatially (Fig. 1A), generally with
alarger contribution from biomass than soil (fig. S4B). Globally, the 30-year
average potential carbon sequestration rate from both biomass and soil
(including savanna) is 3.15 (+1.76) Mg C ha™! year™, with 2.86 (+149) and
3.35(£1.89) Mg C ha™ year_1 for afforestation and reforestation, respec-
tively. Within the tropics (between 23°N and 23°S), the total potential
sequestration ranges from 0.14 to 8.53 Mg C ha™" year™", with an average of
5.28 (+1.20) Mg C ha™! year ™ The highest rate is associated with wet
tropical forest ecosystems, with 5.66 (+-1.11) Mg C ha' year, 5.80 (+1.32) Mg C
ha™! yea,r"l, and 4.66 (+1.13) Mg C ha™! year"1 in South America, Africa,
and Southeast Asia, respectively, reflecting high biomass growth rates
(fig. S4, C and D). Boreal forests show minimal potential in either biomass
or soil carbon sequestration. The spatial variability of ecosystem sequestra-
tion is primarily driven by the variability in biomass (fig. S4B). The actual
ecosystem carbon sequestration should be further evaluated with dedi-
cated extent of land.

Suitable area for potential forestation

Estimates of overall climate mitigation from forestation heavily rely on the
considered available land area. From a land “supply” point of view, Bastin
et al. (2019) (BA19) found that about 900 Mha were biophysically suitable
for increasing tree cover, even beyond current forest biomes (10) (fig. S6A).
Excluding areas with risks of biodiversity loss in natural grasslands and
albedo-induced warming in the boreal region, Griscom et al. (2017) (GR17)
estimated the potential to be 678 Mha (8) (fig. S6B). In this study, we de-
veloped a new dataset, referred to as “Qin24” (24), and identified that
only ~390 Mha of “potential area” could be supplied for forestation
(fig. S6C) after excluding areas with potential biodiversity loss (16, 23, 25),
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Fig. 2. Potential and committed land for forestation by country and region. The
dashed lines indicate the percentage of x axis iny axis. The 31% and 59% lines refer to
the global average proportion of currently achievable (with both potential and commit-
ment) and committed area over total potential area estimated in Qin24, respectively. The
inset figure illustrates land availability by region. Country codes are shown for those with
forestation potential or commitment >5 Mha. Region names, country codes, and income
groups can be found in table S6. Specific country-level data are available in data S2 (24).

biophysical warming (26), and exacerbated water stress (27) (see ma-
terials and methods section M3). Most of the Qin24 potential area is
concentrated in the Americas (42%) and Europe (26%), with Brazil,
Russia, and the USA contributing to 36% of the total (Fig. 2). Brazil
alone represents one-fifth of the potentially suitable area (78 Mha),
primarily consisting of recently deforested regions of the Amazon (28).
Low- and middle-income countries (LMICs) hold about 71% of this
potential (table S2).

From the land “demand” perspective, global commitments across all coun-
tries have pledged 229.7 Mha of forestation during 2021-2030, 59% of the
global potential area (fig. S6D). Notably, 90% of the committed area is con-
tributed by LMICs with limited potential area (Fig. 2). Africa, with only 4%
of the global potential area (16.0 Mha), has committed 50% of forestation
pledges (115.5 Mha) (table S2); this limited potential area is mainly due to
biodiversity concerns (16, 23), suggesting that commitments may exceed
its potential area by more than six times. The commitments in 38 out of
41 African countries were more than double the estimated potential area
(Fig. 2, 200% line). Sudan, the Democratic Republic of the Congo, and
Ethiopia account for 43 Mha of overcommitments (Fig. 2), likely relying on
lands that we excluded in this study, such as savanna. Commitments (“de-
mand”) exceed the estimated potential area (“supply”) in 57 out of 105 coun-
tries across the globe, including 54 LMICs. This leaves only 119.7 Mha, which
is 31% of “supply” or 52% of “demand,”’ to be currently “achievable” from the
intersection of committed and suitable land availability, with 84% in LMICs
and mostly in Asia (50.5 Mha).

Europe and South America have only committed 12.8 and 16.1% of their
potential area, respectively, far less than the global average of 59% (Fig. 2).
The top 15 countries, representing 70% of the global potential area, have only
committed 31% their estimated potential to forestation (84 Mha) (fig. S6E).
Notably, Canada, China, and India have contributed to 62% of the top
15 countries’ commitments. By contrast, the last 10 of these 15 countries with
high potential area have either made no or extremely limited commitments,
totaling 8 Mha.

Global climate change mitigation
Under a hypothetical scenario of worldwide forestation over a period
of 10 years starting from 2021, the carbon sequestration in biomass and
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soil could reach a theoretical amount of 39.9 Pg C by 2050 on 389 Mha
of potential lands estimated in this study (excluding savanna). This
would equate to about 1.3 Pg C year ", which is 63% of the current net
annual land sink from 2014 to 2023 (ie., 2.1 Pg C year™) (72). This
amount is much lower than the 91.1 and 63.4 Pg C over 30 years, on 891
and 678 Mha of land, predicted by Bastin et al. (10) and Griscom et al.
(8), respectively (Fig. 3A). For all these three estimates from the land
“supply” perspective, carbon sequestration is dominated by South
America, where a large area of previously cleared forests could poten-
tially be regrown (e.g., Brazil, Colombia), followed by Asia, particularly
China and India, where potential area is available.

Taking into account only current commitments (materials and meth-
ods section M3), the “committed” mitigation potential significantly
declines, to 21.4 Pg C by 2050, at a rate of 0.71 Pg C year™" (Fig. 3A). When
further considering these commitments along with our land availability
limitations, the resulting currently “achievable” mitigation potential
drops to 12.5 Pg C, with an average rate of 0.42 Pg C year™. For com-
parison, the carbon uptake by land over the period 2014-2023 is 3.2 Pg
C yea.r"1 (12), and halting global forest loss by 2030 could avoid emis-
sions of between 1.1 and 1.3 Pg C year™ (2021-2050) (17, 18). Land-use
change causes about 1.1 Pg C year™! carbon emissions globally (12) and
—-0.14PgC year’1 carbon sink in China (29). It should be noted that 95%
of the achievable mitigation is contributed by LMICs, mainly Brazil,
India, and China. High-income countries only contribute a cumulative
0.9 Pg C, with Canada being the largest contributor (74%) owing to its
highly ambitious commitments. Asia alone contributes the most mitiga-
tion (5 Pg C, or 40%), with India and China accounting for more than
half, followed by South America and Africa (Fig. 3B).

Forestation action: faster, higher, stronger—together

The effectiveness of forestation as a natural climate solution ultimately
depends on taking action: acting faster, setting higher targets, prioritizing
areas with greater benefits, and coordinating global efforts for the right
places with suitable species (8, 30). Actual climate mitigation is heavily
influenced by the time taken to reach full potential considering ecological
and social delays (30). Most current commitments aim to accomplish for-
estation by 2030, which leaves about 5 years for action starting from 2025.
If forestation action is delayed, the potential 21.4: Pg C of sequestration by
2050 would be reduced by 0.41 (0.37-0.45) Pg C for each year of delay
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Fig. 3. Estimated mitigation potential from forestation varies with land availability assumptions.
(A) Global and regional ecosystem carbon sequestration. BA19 (10), GR17 (8), and Qin24 (24) refer to
respective assumptions of land potentially available for forestation. The “committed” assumption
considers only national commitments, and “achievable” shows currently achievable land limited by
availability defined in Qin24 (see materials and methods sectionM3). (B) The currently achievable
mitigation potential varies among countries and income groups. Country-specific data are available in

data S3 (24). Country codes and corresponding income groups can be found in table S6.
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(fig. S7). Acting faster could lower the risk of reduced efficacy of human
actions (31), decreasing the likelihood of severe climate damages (9).

Greater mitigation could also be achieved with more ambitious foresta-
tion goals. Currently, about 59% of the potential area is designated for
global forestation, but only half of that area (120 Mha) aligns with our
estimate of land availability. Many high-income countries have not made
explicit official commitments to the major forestation projects surveyed
here (Fig. 2). To meet a higher target of forestation, like the current global
commitment of 59% of the potential area, even more ambitious commit-
ments and actions are urgently needed, especially for countries that have
made limited commitments despite their high potential as estimated in
Qin24 (Fig. 2). In addition, even with the same area of committed land,
prioritizing locations with a stronger capability to sequester carbon can
maximize the overall mitigation magnitude. Across the 229.7 Mha of com-
mitted global area, total carbon sequestration could be 20% higher if pri-
oritizing locations with stronger rather than lower sequestration rates
(fig. S7). Tropical regions, Brazil for example, could boost their mitigation,
given their higher carbon sequestration rate compared with other regions,
if the potential area permits (Fig. 1A). In contrast, for regions with high
potential areas but smaller carbon sequestration rates, such as the USA
and Russia, more ambitious commitments are needed to result in equiva-
lent amounts of mitigation (Fig. 4.

Lastly, the asymmetry in mitigation potential and overall socioeconomic
development among countries and regions necessitates global and collec-
tive action (Fig. 4). Globally, 83.9% of the 39.9 Pg C mitigation potential
(on 389 Mha of 1and) is concentrated in LMICs, which represent only 37.4%
of the global gross domestic product. Despite considerable mitigation po-
tential, many LMICs struggle with limited resources for deploying large-
scale forestation projects. Countries such as Indonesia and Brazil have
potential for forestation but are still losing large amounts of forest land to
agricultural and commodity production (e.g., palm oil, wood fiber) (3, 32).
The essential involvement of tropical regions, especially LMICs, requires
as much local and national commitment as international involvement in
financing projects (33, 34). Maximizing effective climate mitigation re-
quires global cooperation, including financing, technology transfer, carbon
markets, and mechanisms such as the United Nations Green Climate Fund
(2, 34, 35). Equitable support must address power asymmetries in different
regions (e.g., North-South) and actors, such as the state versus local com-
munities and Indigenous peoples and rights (2, 36, 37). Global and collec-
tive action is needed to ensure projects benefit regional
and Indigenous communities, including some LMICs that
are least responsible for climate change but with high
forestation potential.

Uncertainties and pathways

Global forestation’s mitigation potential hinges on carbon
sequestration rates and land availability, in addition to
finances, governance, and sociopolitical considerations
(8,30, 38). SOC modeling needs more field data for valida-
tion and model development, particularly for longer-term
(>30 years), deeper soils (>60 cm) and regions with lack
of data such as the Amazon and Congo Basin (14, 15). Land
availability assessments require further examination and
consolidation to better reflect consistently defined, spa-
tially explicit, biome- and region-specific forestation op-
portunities (39, 40). Sociopolitical challenges, such as
contested land tenure (41), power asymmetries, unfair-
ness, and injustice in forest governance (37), should be
further examined to align local forestation opportunities
with global studies (11, 42, 43). Future mitigation esti-
mates should consider mechanisms and factors missing
in current carbon sequestration modeling (15, 44-4:6). Our
estimates (see materials and methods section M4) suggest
that CO, fertilization could boost biomass carbon sequestra-
tion and increase estimated mitigation by 11 to 12%. Albedo

Unit: Pg C
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change could lead to an overall warming effect, offsetting 1.3 Pg C of achiev-
able mitigation. Studies show that the net impacts of CO, fertilization and
climate change on biomass productivity vary from a 30% loss to a 60% gain
of regional carbon stocks (47). Negative impacts such as ozone damage,
drought, and nitrogen and phosphorus limitation may often negate CO,
fertilization effects (2, 48-50). Numerous natural (e.g., wildfires, insect
herbivores, and fungal pathogens) and anthropogenic disturbances (e.g.,
catastrophic failure of planted stands) as well as forest harvest or wood
extraction may further reduce the potential achievable mitigation (51-53).
Furthermore, social and economic development, conservation priorities,
and the needs and interests of local communities should also be factored
into the accounting of regional land supply and productivity, to determine
the “practical,” not just “theoretical,” mitigation potential by country and
region (54). In the forest sector, halting forest loss and protecting and
managing existing forests are just as important as, if not more important
than, creating new forests (7, 8, 17, 18). From a life-cycle perspective, long-
term carbon dynamics (>30 years) involving plantation, wood harvest, and
biomass utilization should be explored, especially for net-negative emis-
sions needs beyond ecosystem boundaries (e.g., bioenergy) (55-57). Natural
climate solutions could bridge the gap between national decarbonization
pledges (nationally determined contributions, or NDCs) and the efforts re-
quired to limit warming within 1.5° or 2°C (7, 9), but rapid decarbonization
in industry and other fossil-related sectors remains the priority (9, 12, 58).
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Launching by cavitation

Dalei Wang't, Zixiao Liu?f, Hongping Zhao't, Huangi Qin't,
Gongxun Bai®, Chi Chen?, Pengju Shi?, Yingjie Du?, Yusen Zhao?,
Wei Liu**, Dan Wang**, Guoquan Zhou'*, Ximin He?*,

Chaoging Dai**

Cavitation, characterized by formation of vapor bubbles in a
low-pressure or high-temperature region of a liquid, is often
destructive, but it can be harnessed for actuators and robots.
We exploit cavitation to accumulate substantial energy in
superheated liquids by suppressing its immediate release until
reaching a stability limit. The energetic, unstable bubbles
collapse violently, producing a burst of high power and force
that initiates motion. Notably, a millimeter-scale device
launched by cavitation can jump to a height of 1.5 meters—
reaching a 12 meters per second (m/s) peak velocity, a 7.14 x
10* m/s? acceleration, and a 0.64% energy efficiency—and can
also swim on water at 12 centimeters per second. Cavitation-
based launching works with a broad range of device materials,
liquid media, stimuli, and operational environments.

Launching propels a system from a state of rest or low speed into rapid
motion by storing substantial energy and swiftly releasing it, generating
a potent burst of power and force that initiates motions, such as jump-
ing, sprinting, swimming, and flying. Inspired by biological muscles’

elastic energy (U =J 0.5ke*dV) is widely harnessed for artificial
v

launching. Strategies to improve launch performance typically focus on
increasing elastic energy storage by optimizing material stiffness £ and
deformability epay, or by enhancing the energy release rate dU/dt
through mechanical instabilities. For example, snap-through buckling
enables considerable energy storage by creating a high energy barrier
through tailored mechanical properties and geometric designs (), while
its intrinsic instability promotes rapid energy release (2, 3). Additionally,
antagonistic structures with self-latching mechanisms, as observed in
insect flight, can effectively amplify power output. In these systems, the
contraction of an agonist muscle pre-stretches its antagonist, and the
sudden relaxation of these muscles explosively releases the stored en-
ergy. This mechanism is exemplified by an engineered jumper that
combines the compression of a structural frame (agonist; energy density
I'=1922 J/kg) with the tension of multiple elastic linkages (antagonist;
I" =7000 J/kg), enabling a 0.3-m device to achieve a jump height of ~32 m
(4). However, solid structures generally exhibit limited energy storage
capacity and slow deformation rates, inherently constraining the per-
formance of elastic energy-based launchers.

To overcome these limitations, phase-transition processes capable
of delivering higher energy and faster dynamics have increasingly been
used. For instance, by loading high-energy propellants and explosives
with high I" (e.g., butane, I' = 49.5 MJ/Kkg) into jumpers and harnessing
their rapid, substantial volumetric expansion during combustion (5-7),
insect-scale jumpers can reach a height of 59 cm (8). Similarly, induc-
ing water boiling (I' = 2260 kJ/Kkg) in hydrogels via photothermal
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stimulation (9, 10) can trigger bubble expansion that exceeds the hy-
drogel’s fracture strain (Z0). This sudden structural failure rapidly
releases energy and amplifies launch power. However, devices based
on the fracture-driven mechanism are single-use, and their perfor-
mance remains suboptimal: The less intense dynamics of boiling re-
strict both the amount and rate of energy release.

Cavitation is a highly dynamic and energetic liquid-vapor transition
process in which vapor bubbles nucleate, explosively expand, and vio-
lently collapse in response to local pressure drops or elevated tempera-
tures. Unlike boiling, which releases less energy over a longer duration
(several to tens of milliseconds), cavitation can accumulate greater
energy in a superheated state, and its highly energetic, unstable nature
enables an ultrafast energy release on a microsecond timescale (I1),
producing ultrahigh-pressure output. Cavitation is typically regarded
as destructive in industrial contexts, where it can mechanically erode
hard alloys within a microsecond by generating pressures of several
hundred megapascals (12). However, if its immense output and ultra-
fast dynamics can be effectively harnessed, cavitation may potentially
enhance the performance of actuators, robots, and other engineered
devices. Nature has evolved ingenious ways to exploit cavitation: fern
sporangia utilize cavitation within dehydrated annulus cells to trigger
rapid bending, launching spores at high velocities of ~10 m/s (13, 14).
Similarly, mantis shrimps swiftly snap their appendages to induce
hydrodynamic cavitation, delivering mechanical impact-cavitation
shockwave dual strikes with large forces of ~1500 N on their prey (15).

‘We use cavitation as a launching mechanism for rapid motion. The
rapid transmission of substantial energy during cavitation produces
a burst of power and acceleration, imparting high kinetic energy to
the launched objects. This mechanism can be triggered by various
stimuli to launch devices made from different materials across a wide
range of operational environments.

Jumpers launched by photothermal cavitation

Although cavitation can be induced by various stimuli, including lasers,
electrical sparks, and ultrasound, we found that photothermal cavitation
delivers the best motion performance while enabling remote activation.
Therefore, we selected photothermal cavitation-launched jumpers to
analyze the launching mechanism. Various photothermal materials can
be used to construct the jumpers, but they generally need to meet three
key requirements: (i) high photothermal efficiency for rapid heat genera-
tion, (ii) high mechanical robustness and thermal stability to withstand
extreme pressure and temperature conditions during cavitation, and (iii)
adjustable density for deployment in diverse operational environments.
A titanium dioxide -polypyrrole -titanium carbide (TiOo-PPy-TiC) com-
posite was used [fig. S4A and supplementary materials (SM) sections
M1 and M2]. TiC exhibits high near-infrared (NIR) absorbance (fig. S4K),
enhancing the system’s photothermal efficiency to 84.47% (SM section S1
and fig. S4, I and J) (16, 17)], which enables rapid heating of the sur-
rounding liquid to the superheated state and triggers cavitation. TiO,
ensures thermal stability above 300°C (figs. S4L and S5), while the
branched, interconnected PPy network binds TiC and TiO, (fig. S4, B to
H), effectively resisting large impact forces. By adjusting TiO, concentra-
tion to tune the material density, the jumper can either float on or sub-
merge in various liquids. The final dimensions of TiO,-PPy-TiC-based
jumpers are 1 mm by 1 mm by 0.2 mm, with a mass of 0.778 mg.

When deployed on a transparent solid surface moistened with a few
water droplets and irradiated from below with an 808-nm near-infrared
laser at 0.357 kW/cm?, the millimeter-scale TiO,-PPy-TiC jumper
achieved a height of 1.5 m (Fig. 1A and movie S1), with a takeoff velocity
>12 m/s (Fig. 1B), and an acceleration exceeding 7.14 x 10* m/s*> (SM
section S3). This performance stems from the high impact pressure
(280 kPa; SM section S3) delivered by cavitating jets, which accelerate
the jumper from rest to 12 m/s within just 0.168 ms [Fig. 1E, (IIT) to
(V)1. The takeoff velocity and acceleration time surpass those observed
in the cavitation-assisted spore dispersal of ferns (10 m/s; 1s) (14).
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Launching mechanism

Upon laser irradiation, the local temperature beneath the jumper rap-
idly exceeds the liquid’s boiling point 7}, driving the water into a meta-
stable state. Photothermal energy deposition intensifies molecular
motion, raising internal pressure Py,. When the temperature reaches
the liquid’s superheat limit 7%, a cavity nucleates and destabilizes, ex-
plosively expanding against the surrounding liquid [Fig. 1E, (I) to (III)]
and storing potential energy. This volumetric expansion elevates the
jumper [Fig. 1E, (II)] over a duration of 0.624 ms until the bubble at-
tains its maximum radius [Fig. 1E, (IIT)]. During the bubble growth, its
internal pressure P, decreases until it falls below the outside pressure
Poy, triggering the rapid collapse over the subsequent 0.144 ms [Fig. 1E,
(III) and (IV)]. As the bubble contracts, surrounding liquid rushes into
the space previously occupied by the bubble at speeds up to 57.1 m/s
(fig. S6). The collision of these high-speed flows generates a powerful
upward jet [Fig. 1E, (IV) and (V)] that strikes the jumper with a pres-
sure of 280 kPa (SM section S3). The complete cavitation-induced
launch process is documented in movie S2. Our TiO,-PPy-TiC material
demonstrates excellent mechanical durability and thermal stability
under extreme pressure and thermal conditions during cavitation, en-
abling over 500 repeated launch cycles without structural disintegra-
tion (Fig. 1D). Our cavitation-based launching strategy is applicable to
objects made from various materials. For instance, thin platelets of
pure candle soot (CS), carbon dots (CD), graphite (GR), or black metals
can also be launched with decent performance (Fig. 1C). The
photothermal agent TiC can be replaced with alternatives x, such as
CS, CD, or GR, to fabricate TiO,-PPy-x photothermal composites.

[eam]

We introduced an analytical model to quantitatively analyze the
pressure burst, energy conversion, and bubble evolution during cavita-
tion. To clearly observe bubble morphology and jet formation, we
temporarily removed the jumper (Fig. 2A and movies S3 and S4). The
observed cavitation timescales (Fig. 2B) differ slightly from those
in Fig. 1E because the absence of fluid-structure interaction alters the
bubble dynamics. The experimentally measured maximum bubble
radius Rpyax ~ 750 pm was used as the initial condition for the model.
The dynamics of the liquid and gas phases were governed by the
Navier-Stokes and continuity equations, with the gas described by the
Noble-Abel equation of states and the compressible liquid by the Tait
equation. Bubble radius evolution R(¢) during the collapse was mod-
eled using the Gilmore model (18),

R>_H

R\oup  8(. R\p (. R
<I—E>RR+—<1—%>R _<1+C>H+<1—C £

2
where H and C denote the specific enthalpy difference and speed of
sound, respectively. Detailed model derivations and variable expres-
sions are provided in SM section S4 and (18). Figure 2C shows the
simulated variations in bubble radius R(#) and pressure during bubble
contraction and collapse. The bubble contracts from Rpax of 750 pm
to a minimum radius Rp, of 88.4 pm within 72 ps. During contraction,

R
)

stored potential energy E, = J(Pout —Py,)dV is converted into kinetic

energy Ex = O.5pV(dR/dt)2 (Fig. 2D). Both contraction rate dR/d¢
(fig. S6) and the Kinetic energy Ex increase as R(t) decreases, with |dR/
dt| peaking at 57.1 m/s just before the bubble reaches Rpi,. The sub-
sequent bubble collapse generates a jet with a
peak pressure of 10.2 MPa (Fig. 2C), which de-
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ing into a burst of potential energy E;, (Fig. 2D).
Finite volume simulations using the volume of
fluid method in OpenFOAM validated the bub-
ble’s morphological changes and jet formation
[movie S4 and Fig. 2E, (I) to (IV)].

Influence of liquid properties and
environmental factors on

jumping performance

We launched our TiO,-PPy-TiC jumpers in vari-
ous liquids (SM section M6) to study how liquid
properties—such as compressibility, available
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Fig. 1. Jumpers launched by photothermal cavitation. (A) Superimposed images depict a jump launched by
photothermal cavitation reaching a peak height of 1.5 m (movie S1). Insets provide a magnified view of the ruler scale
used for height measurement and a close-up of the TiO,-PPy-TiC-based photothermal jumper. (B) Real-time
measurements of velocity and displacement, along with average velocity of jumping. The takeoff velocity can reach 12 m/s.
(C) Maximum jumping heights of cavitation-launched jumpers irradiated by a laser with the same intensity (0.357 kW/cmZ).
Blue bars represent devices constructed from various pure black materials, whereas red bars indicate jumpers
fabricated using TiO,-PPy with different photothermal agents (x). (D) Durability test results for the TiO,-PPy-TiC jumper
demonstrate no structural disintegration over 500 launch cycles (experimental setup shown in fig. S1). (E) Schematic of

1 compressible liquids such as ethanol, jumpers
perform less efficiently than in water primarily
because water’s lower compressibility resists
volume change during bubble collapse, en-
abling greater energy accumulation and a more
violent release. Additionally, preexisting nucle-
ation sites influence bubble dynamics: In saline
solutions, ion-dipole interactions between salt
ions and water molecules form hydration shells,
reducing free water concentration and air solu-
bility, which may introduce noncondensable gas
bubbles. These bubbles serve as nucleation sites
for cavities, promoting premature cavitation
(19). Besides, the noncondensable gas also acts
photography (movie S2). as a cushion that softens bubble collapse (20, 21),
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which further diminishes jumping performance. We also increased
liquid viscosity by dissolving polyvinyl alcohol (PVA) in water. The dy-
namic viscosities of 2.5 weight % (wt %) and 4.5 wt % PVA solutions
were measured to be 0.05 and 0.08 Pa-s, respectively, which are much
higher than that of water (~0.001 Pa-s). Jumpers in these PVA solutions
exhibited reduced performance compared with those in pure water.
Our numerical simulations indicated that cavitation pressure remains
similar across viscosities, suggesting that the compromised perfor-
mance primarily stems from increased liquid drag during upward
jumping rather than cavitation pressure output. Lastly, jumpers were
tested in 0.1 and 0.3 wt % soap water, which exhibited equilibrium
surface tensions of 0.036 and 0.027 kg/s?, respectively. The ultrafast
nature of cavitation limits surfactant adsorption at the bubble-liquid
interface, so dynamic surface tension needs to be considered (fig. S7).

However, our analytical model shows that Laplace pressure from sur-
face effects is several orders of magnitude lower than the bubble’s in-
ternal pressure (fig. S8), which explains the negligible difference in
jumping performance between water and soap solutions.

Liquid depth and laser intensity also influence launch and motion
performance. Greater liquid depth requires the jumper to expend more
energy overcoming liquid drag, thereby reducing its jumping height
(fig. S9). Additionally, a minimum laser intensity I, (>0.087 kW/cm?) is
necessary to deposit enough energy to shift the system from a metastable
to an unstable state and initiate cavitation (Fig. 2G). At I, = 0.357 KW/
cm?, water reaches its superheat limit (303.1°C; fig. S10), yielding optimal
jumper performance. However, further increases in /, may lead to exces-
sively intense bubble expansion, causing premature collapse before the
bubble reaches its theoretical maximum size, which reduces the pressure

Fig. 2. Mechanism of cavitation-triggered launching and A C= v i
influence factors. (A) Schematic diagram and (B) high- ", 7 ;:! Coflape
speed photography (movie $3) capturing the cavitation e B = Y- E -
process in detail, including bubble morphology evolution and e . decruase FHHEF ol i
jet flow generation. (C) Simulation results showing the Bm'":“m Bu‘[ﬂgm aunu.[:me _..:l:.:., i = .
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during bubble cavitation. (E) High-speed photography (movie
S4), illustrating jet flow ejection from the water surface,
alongside finite volume simulation results. (F) Jumping
performance when launched from different liquids.

(G) Jumping performance under varying light intensities.
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Fig. 3. Generality and controllability of cavitation-
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(111 ultrasound. (B) Schematic diagram and (C) high-speed
photography (movie S6) show the launches from diverse
environments: (1) under liquid, (I1) on liquid surfaces, and
(1) on wet solid surfaces. (D) High-speed photography
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output and performance. We also tested jumpers of other shapes, includ-
ing cones with different diameter-to-height ratios and hemispheres.
Their uneven mass distribution increases airborne tumbling compared
to flat platelets, dissipating more kinetic energy and reducing jumping
height (fig. S11).

Generality and controllability

In addition to photothermal stimulation [Fig. 3A, (I)], cavitation can also
be activated by electrical sparks and ultrasound (movie S5). Electrical
sparks ionize water molecules, forming plasma that rapidly expands to

15 ms
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Swimmers Driven by Photothermal Cavitation

Bionic Applications

generate spark-induced cavitation. This cavitation produces a jet flow
[Fig. 3A, (II)], which can launch a photothermally nonresponsive polytet-
rafluoroethylene (PTFE) platelet to a height of 0.93 m (fig. S12F). Spark-
induced cavitation does not rely on the material’s photothermal properties
or substrate transparency to allow light to pass through, making it a viable
alternative to photothermal cavitation. Moreover, compact sparking elec-
trodes can be easily embedded in robots as onboard power sources.
Ultrasound transmits high-intensity compression and rarefaction waves
into the liquid, reducing local pressure and forming acoustic cavitation
bubbles. Notably, ultrasound creates a large low-pressure region that can

ED 4

T
E | B
E =
T 10 LI
i ]
L
15 ]
[
@ Vi

o

oo

Fig. 4. Swimmers propelled by cavitating jets and bionic applications of cavitation-triggered launching. (A) Schematic of a swimmer driven by photothermal cavitation,
achieving a swimming speed of ~12 cm/s. (B) Photographic sequence capturing the swimming within 120 ms. (C) Swimming speed and distance versus time. (D) A swimmer
navigated a complex maze, closely following the laser movement (movie S8). The inset displays the maze layout, with the swimmer's trajectory indicated by red lines and black
squares marking its positions at different times (0 to 30 s). (E) Swimmers of various shapes (square, triangular, and trapezoidal shapes) being directed toward and precisely
fitting into corresponding notches (movie S8). (F) Photograph of the cavitation-assisted seeding system and (G) trajectories of launched seeds (movie S9). (H) Comparable
germination rates between seeds launched by photothermal cavitation and untreated seeds, demonstrating the potential for launching delicate objects by cavitation.

(I) Chameleons ballistically project their tongues to swiftly and precisely capture prey, which inspires (J) the design of an object retrieval system (movie S9). PDMS,
polydimethylsiloxane. (K) Schematic of an archerfish-inspired liquid jetting system. (L) Sequential snapshots from movie S9, depicting the jetting process over 136.6 ms.
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simultaneously induce multiple bubbles (fig. S12D). Therefore, acoustic
cavitation [Fig. 3A, (IIT)] may have the potential to launch large-scale
objects (fig. S12E) or simultaneously launch multiple objects.

The versatility of our launching strategy is further demonstrated by
its adaptability to various environments. Our photothermal jumpers can
be deployed under liquids, on liquid surfaces, and on solid surfaces
(Fig. 3, B and C, and movie S6), accommodating diverse application
scenarios. The jumpers perform best on wet solid surfaces, whereas their
performance diminishes as they are submerged in liquids (fig. S13).
Because initiating single-bubble cavitation requires only a small amount
of liquid, even residual solvent within the jumper material is sufficient
to induce cavitation (fig. S13D), thereby minimizing reliance on external
liquid environments. However, because cavitation occurs within the
launcher without the buffering effect of surrounding liquid, repeated
launches may compromise structural integrity.

The substantial force generated by cavitation may raise concerns about
precise control over launch direction and trajectory. By adjusting the posi-
tion of laser irradiation on the jumper (Fig. 3, D and E), the point of force
application can be altered, enabling launching over a wide three-dimensional
(3D) range (Fig. 3F). For instance, irradiating the right portion of the jumper
produces cavitation that generates a counterclockwise rotational moment,
elevating its right end and launching the jumper leftward (Fig. 3D and
movie S7). Adjusting the launch angle yields different horizontal distances,
with a maximum of 1.26 m achieved at angles of 155° and 25° (Fig. 3F).

Swimmers propelled by photothermal cavitation

Cavitation is capable of launching a range of motions beyond simple
jumping. By controlling fluid-structure interactions during cavitation
near a solid, a millimeter-scale swimmer driven by photothermal cavita-
tion can be engineered. A TiO,-PPy-TiC platelet was positioned on the
water surface. When irradiated from below at an oblique angle and
guided by a laser moving at up to 12 cm/s (Fig. 4A), the swimmer acceler-
ates to match the laser’s speed and closely follows its trajectory (Fig. 4B
and movie S8). A 1.5-mm-long cavitation-driven swimmer can achieve a
high swimming speed of ~12 cm/s (Fig. 4C). The moving, obliquely an-
gled laser creates an asymmetric temperature field that initiates a down-
ward cavitating jet at an angle. This jet rebounds toward the water
surface and forms an asymmetric loop flow that not only propels the
swimmer but also confines it within the irradiated region. Surface ten-
sion at the water-air interface prevents the swimmer from being
launched into the air. The swimming motion is highly controllable, en-
abling navigation through complex, confined environments such as
mazes (Fig. 4D and movie S8) and microfluidic channels. Additionally,
swimmers of various shapes can be guided to fit seamlessly into corre-
sponding notches (Fig. 4E and movie S8), highlighting potential applica-
tions in precision assembly, circuit repair, micromanipulation, and
beyond (22). The millimeter-scale TiOo-PPy-TiC platelet can also be de-
ployed on the water’s bottom and swim at 3 cm/s (fig. S14 and movie S8).

Bioinspiration and potential applications

Biological organisms have evolved various launching mechanisms for
rapid movement and powerful actions essential for hunting, reproduc-
tion, and other physiological functions. For example, ferns exploit hydro-
dynamic cavitation within their sporangia to forcefully eject spores for
wide dispersal. Inspired by this, we investigated whether photothermal
cavitation could similarly propel delicate objects like seeds without com-
promising their structural integrity or functionality, despite the high local
pressures and temperatures. Oxalis seeds (1 to 2 mm in diameter) were
placed in a custom-built, water-filled container with its bottom coated in
our TiOy-PPy-TiC material (Fig. 4F). Upon irradiation, photothermal cavi-
tation successfully launched the seeds (Fig. 4G and movie S9) to distances
>0.7 m (fig. S15). The germination rates of the cavitation-launched seeds
were comparable to those of untreated seeds (Fig. 4H). This model sce-
nario thus demonstrates the potential of photothermal cavitation for
safely transporting fragile objects—such as microcircuitry, sensors, and
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signal transmitters—into confined and inaccessible environments. To
retrieve objects from such environments, we developed a microscale cargo
retrieval device inspired by the chameleon’s ballistic tongue (Fig. 41 and
fig. S16A). A sticky TiO,-PPy-TiC gripper was attached to a fixed substrate
via a flexible wire. Upon irradiation, the gripper is precisely launched
toward the target position to retrieve cargo (Fig. 4J, fig. S17, and movie S9).

Inspired by the archerfish, we also developed a cavitation-powered lig-
uid jetting system by affixing a TiO,-PPy-TiC material to an underwater
substrate (a 3D-printed archerfish in Fig. 4K). Upon cavitation, a high-speed
jet with an initial velocity of ~1.8 m/s (fig. S16D) was generated, reaching
a maximum height of ~10 cm (fig. S18 and movie S9). The rapid energy
transmission of cavitation enables continuous jetting, with intervals of less
than 10 ms between successive jets. This high-speed, high-pressure (Fig. 2C)
liquid jet has the potential to penetrate biological tissues and inject drugs,
providing a promising alternative to needle-based drug injections (23).

In conclusion, our study demonstrates that cavitation can serve as an
efficient launching mechanism. The rapid transmission of substantial
energy during cavitation produces a burst of power and acceleration,
imparting high kinetic energy to the launched objects. The jumpers and
swimmers launched by cavitation exhibit decent performance. With com-
patibility across a wide range of device materials, liquid media, external
stimuli, and operational environments, our cavitation-based launching
strategy can be tailored to meet the demands of different applications.
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QUANTUM NETWORKS

Classical-decisive quantum
internet by integrated photonics

Yichi Zhang, Robert Broberg?, Alan Zhu®, Gushu Li3, Li Ge*®,
Jonathan M. Smith®, Liang Feng?*

Classical and quantum technologies have traditionally been
viewed as orthogonal, with classical systems being
deterministic and quantum systems inherently probabilistic.
This distinction hinders the development of a scalable
quantum internet even as the global internet continues
expanding. We report a classical-decisive quantum internet
architecture in which the integration of quantum information
into advanced photonic technologies enables efficient
entanglement distribution over a commercially deployed fiber
network. On-chip precise synchronization between classical
headers and quantum payloads enables dynamic routing
and networking of high-fidelity entanglement guided by
classical light. The quantum states are preserved through
real-time error mitigation, relying solely on classical signal
readout without disturbing quantum information. These
classical-decisive features demonstrate a practical path to a
scalable quantum internet using existing network
infrastructure and operating systems.

Rapid advancements in quantum technologies are building the foun-
dation for the future information infrastructure, making computing
faster (I, 2) and sensing technology more intelligent (3) than ever
before. Nevertheless, quantum systems operate mainly as standalone
systems and have yet to be interconnected to achieve distributed
quantum information processing, which takes advantage of nonlocal
quantum entanglement to further enhance quantum capabilities
(4-6). The major obstacle to this is the absence of fully standalone
quantum interconnects, necessitating the development of new
switching and routing protocols (7) capable of handling quantum
information while maintaining its coherence and quantum correla-
tion. Operations on quantum states often require premeasurements,
but these measurements erase the statistical characteristics of quan-
tum states, thereby potentially destroying quantum signals. This de-
mands resource-intensive centralized management, with entanglement
distribution paths typically pre-allocated and static (8-12). Moreover,
a quantum internet is highly susceptible to noise and photon loss,
demanding real-time error mitigation to preserve the integrity of
quantum information (I1).

A possible solution is to explore classical-decisive quantum sys-
tems. At the physical layer, both quantum and classical information
converge on the same electromagnetic guiding mechanism. Such a
hybrid system can leverage existing classical interconnect hardware,
circumventing the need for entirely new quantum-specific infrastruc-
ture while simultaneously providing flexibility to incorporate quan-
tum functionalities. Recent attempts have demonstrated quantum
key distribution and entanglement distribution over fiber links
alongside classical data traffic (13-17). New protocols incorporating
different multiplexing techniques have been tested to efficiently code

!Department of Materials Science and Engineering, University of Pennsylvania, Philadelphia,
PA, USA. 2Depar’[ment of Electrical and Systems Engineering, University of Pennsylvania,
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the quantum-classical hybrid data internet protocol (IP) packet
stream for the optimization of quantum network management
(18-21). In this scenario, classical signals carry labels and routing
instructions to guide quantum data with precision and stability while
avoiding direct measurement and manipulation of quantum states.
However, large-scale explorations assessing classical-decisive quan-
tum information processing in deployed classical fiber networks are
still lacking. This gap exists because quantum-classical hybrid data
co-control, noise suppression, and other unpredictable environmen-
tal disturbances in a deployed network are far more complex than
in fiber setups in laboratory settings (22, 23). These complexities
demand precise orchestration of the quantum-classical hybrid data
IP packet to enable scalability across the globally deployed classical
fiber internet infrastructure.

To address this challenge, we demonstrate the integration of quan-
tum information into advanced photonic technologies (24-26), en-
abling the synchronization of quantum and classical data on the same
photonic chip with well-controlled accuracy and latency. The control
plane integrates into a commercially deployed fiber network. Controlled
by the photonic chip, classical light orchestrates entangled photon
distribution and qubit operations in deployed fiber networks, facilitat-
ing efficient quantum-classical hybrid internet management following
the widely used IP architecture. The precision and stability of chip-
controlled classical light improves the preparation, manipulation, and
control of complex quantum states, leading to real-time quantum error
mitigation for robust quantum operations against inevitable real-
world environmental disturbances.

Chip-powered quantum-classical hybrid networking framework

The core of the quantum-classical hybrid networking framework is
an IP packet with hybrid data that includes a leading classical header
followed by a quantum payload (Fig. 1A). The IP packet encapsulates
the quantum payload carrying qubits and the classical header con-
taining metadata for systematic quantum internetwork management.
Using this packet format, entangled photons are produced and en-
closed inside the quantum payload. The classical header consists of
multiple segments, each assigned a specific classical-decisive function
in the quantum internetwork, including an IP header, control of quan-
tum data readout, labeling, duration of the quantum payload, and
real-time monitoring of quantum state errors. Additional segments
can be easily inserted to support more classical-decisive quantum
controls as needed, providing excellent scalability for our frame-
work to handle more sophisticated quantum tasks. Because hybrid
data packets are a key enabler of quantum information distribution,
it is crucial to minimize interference from high-intensity classical light
on the delicate quantum payload and to package all packets with
high precision and control. The precise synchronization and con-
tinuous generation and manipulation of these hybrid data IP packets
rely on a quantum-classical hybrid photonic server chip that precisely
transmits classical light-guided quantum information through on-
chip multiplexing.

After being transmitted from the chip server, hybrid data IP pack-
ets propagate through existing commercial network infrastructure
composed of routers, nodes, and fiber links (Fig. 1B). At each router,
the IP header containing origin and destination addresses is used
for relaying incoming traffic to the correct outgoing fiber. Once de-
termined, the router controller rapidly reprograms the switching
network for the upcoming quantum payload, dynamically routing
entanglement distribution between end points. Because the router
only processes classical data without interacting with the quantum
payload, existing commercial fiber routers can support this protocol
with network interface -specific hardware modifications to ensure
the maximal integrity of the quantum payload. Therefore, a quantum-
classical hybrid version of IP can be conducted on existing commu-
nication infrastructure.
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Fig. 1. Schematic of the classical-decisive quantum internet. (A) The quantum internet is driven by a hybrid server
chip containing a classical transmitter (Tx), a quantum Tx, and a WDM multiplexer (MUX). The classical header contains
multiple important information segments related to the routing and monitoring of quantum payload. These segments, in
our protocol, include a header “Pilot” as the indicator for data readout, an “Information ID" (Inf. ID) labeling each hybrid
data IP packet, Ori. IP and Dest. IP addresses, a “duration” specifying the quantum payload duration, and “error detection”
(ED) signals for real-time monitoring of state errors along the propagating path. (B) Schematic of a commercial fiber
infrastructure with quantum-classical hybrid internet working on it. Deployed fiber links interconnect servers, routers, and
nodes to dynamically distribute hybrid data IP packets in which the classical header facilitates quantum payload routing
and management. Links with two colors represent the path for two server-generated entangled photons. (C) A multinode
campus-level testbed at the University of Pennsylvania. An integrated chip server is deployed at the Laboratory for
Research on the Structure of Matter (LRSM), a router is deployed at the Moore Building (Moore), and multiple fiber links

connect the two buildings.

To experimentally validate this framework, a multinode quantum
networking testbed was established using a deployed fiber network
(Fig. 1C) (27). Multiple underground commercial fiber links connect
two buildings, with each link spanning ~1 km. The insertion loss for
a single link is ~4.3 dB due to the presence of several switching racks
along the path. This setup realistically reflects real-world conditions,
in which communication paths typically contain multiple intercon-
nected fibers (and are thus subject to photon loss and unpredictable
environmental disturbances) rather than a single intact fiber running
from start to end. The designed hybrid data IP packet, traveling through
the fiber-optical network, uses the classical header to determine the
switching path and required operations for the quantum payload,
enabling efficient distribution of entangled photons (27). Quantum
state analysis and detection nodes are also placed in the network for
real-time error monitoring and mitigation. This testbed can be further
upscaled to a larger network by activating additional fiber links, rout-
ers, and nodes.

The photonic server chip (Fig. 2A) was designed and fabricated on
a SizNy-on-insulator platform (figs. S1 and S2) that incorporates mul-
tiple thermo-optic tunable components for information encoding and
multiplexing, facilitating precise quantum-classical hybrid data co-
control (27). A continuous-wave laser beam at 1550.92 nm is coupled
into the chip and split by a Mach-Zehnder interferometer (MZI) power
control unit, which balances the power between the classical and quan-
tum transmitters. For the classical header, on-off keying modulation
encodes the classical IP header, whereas for the quantum payload, the
laser beam acts as a pump light, generating entangled photon pairs
through spontaneous four-wave mixing in high-quality-factor micro-
ring resonators (28, 29). The generated broadband photon pairs are
symmetrically distributed with respect to laser wavelength, with sig-
nal photons centered at 1547.72 nm and idler photons at 1554.13 nm.
A subsequent wavelength demultiplexer made of band-pass micro-
ring filters separates the path-entangled photon pairs. By leveraging
the intrinsically distinct wavelengths of the nonlinear-generated
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photon pairs from the pump light, wave-
length division multiplexing (WDM)
minimizes the interference from the high-
intensity classical signal on quantum
payloads when forming the hybrid data
IP packet. The idler photons propagate
locally to an on-chip state analyzer, whereas
signal photons are combined with the pre-
pared classical header through WDM.
Additionally, cointegration and co-control
of both classical and quantum transmit-
ters allow for precise time division mul-
tiplexing, ensuring that the classical
header precedes the quantum payload.
The application of well-established mul-
tiplexing techniques on the chip guar-
antees minimal overlap between classical
and quantum signals to preserve the in-
tegrity of quantum information. All op-
tical signals then couple off-chip into
fibers, with the idler photons entering a
single-photon detection module directly
and the IP packets traversing the net-
work after being converted from path to
polarization degree of freedom, ultimately
reaching the node for state analysis and
detection (fig. S3).

Before conducting classical-decisive
quantum networking, we characterized
the generated quantum-classical hybrid
data stream. The entangled photon pair
sources achieved a measured coincidence-to-accident ratio exceeding
80 and a coherence time of ~0.54 ns (Fig. 2B). The generated biphoton
Bell state |®*) = ([HH) + [VV))/ \/5 was verified by quantum state
tomography, demonstrating a high fidelity of ¥ = 0.983 and a high
purity of P = 0.979 (Fig. 2C), matching theoretical predictions (Fig. 2D).
The temporal profile of an exemplary final hybrid data IP packet is
shown in Fig. 2E, where the photon pair coincidence counts span the
whole quantum payload duration and different information segments
were accurately encoded onto the classical header (Fig. 2F), confirming
the power of integrated photonic chips to precisely encode and trans-
mit IP packets.

Multinode hybrid IP networking for efficient

entanglement distribution

Facilitated by the hybrid server and existing fiber network infrastruc-
ture, a proof-of-principle hybrid IP networking experiment was dem-
onstrated. Throughout the test, the independently preprogrammed
server, router, and nodes worked collaboratively under our designed
protocol and effectively eliminated the need for a resource-demanding
top-tier manager (27).

Initially, packet switching was verified on a simple network consist-
ing of one “Origin IP” (Ori. IP) address {1} and two “Destination IP”
(Dest. IP) addresses {1, 2} connected through one router relaying data
among three deployed fiber links (Fig. 3A). The IP addresses encoded
on the classical header signal the router to switch the subsequent
quantum payload to the desired destination. To mimic quantum in-
ternet traffic in which quantum information is transmitted on request
by users, each IP packet randomly encodes the destination and con-
tains a random duration for the quantum payload. In experiments,
entanglement distribution is recorded and labeled by the biphoton
correlation time delay AT, which reveals the routing pattern (Fig. 3B).
For example, when the “1-1” (from origin 1 to destination 1) path is
selected, correlated biphoton signals only appear at time delay AT,
with no signal observed at AT and vice versa for the “1-2” (from origin 1
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Fig. 2. The hybrid server chip. (A) Optical A
microscopic photo of a fabricated photonic

chip. The pump light enters through an MZI to
control the power between classical Tx (upper
path) and quantum Tx (lower path). The classical
Tx encodes classical header with an MZI (header
encoder), and the quantum Tx contains an
entangled photon source (EPS), which generates
path-entangled photon pairs through two

microring resonators facilitating cavity-enhanced
spontaneous four-wave mixing (SFWM). The
generated signal and idler photons are then
separated by a WDM demultiplexer (DEMUX).
Although idler photons propagate locally to a local
projector for state analysis, signal photons are
combined with classical headers through a

IP packet
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multiplexer (MUX) to form hybrid data IP packets 160
before coupling off-chip into single-mode fibers
(SMFs). (B) Coincident counting characterization
of a photon-pair source. Here, two pump photons 0
with frequency w,, are simultaneously absorbed 1
and converted to a signal photon at w, + Q and an
idler photon at w, — Q (inset), creating a biphoton
correlation peak at a specific time delay AT.

(C and D) Measured and theoretical biphoton
density matrices of Bell-state |®™). (E) Generated
hybrid data IP packets with classical header
signals (red) and a time-domain histogram of
heralded signal photons (purple). (F) Magnified
view of the initial classical header marked by the
gray box in (E).

Fig. 3. Hybrid IP networking. (A) Packet-
switching verification with a simple network in
which one Ori. IP address and two Dest. IP
addresses are connected by one router. (B) The
resulting normalized temporal distribution of
coincidence count (C.C.) for two origin-
destination path configurations. The calculated
2 x 2 transfer matrix (shown beneath the C.C.
curves) shows a quantum routing precision of
pr1 = 0.971. (C) Further validation through a
network containing two Ori. IP addresses and
two Dest. IP addresses. (D) Normalized temporal
distribution of C.C. for four path configurations
and the resulting 4 x 4 transfer matrix with a
quantum routing precision of pg, = 0.962.

(E) Double-layer packet-switching test in which
two Ori. IP addresses and three Dest. IP addresses
connect through two routers, representing a
more authentic communication situation.

(F) Normalized temporal distribution of C.C. for
six path configurations and the resulting 6 x 6
transfer matrix with a quantum routing precision
of prs = 0.916.

A Ori.

Deployed Fiber
Router
Deployed Fiber
~1km

Dest.

Normalized C.C.

to destination 2) path configuration. The difference in AT (AT, - ATy ~
50 ns) matches the length difference between two paths. The resulting
2 X 2 transfer matrix shows a quantum routing precision (27) of pg; =
0.971 (Fig. 3B). The slight deviation from the ideal scenario of p'z; =
1.0 primarily arises from quantum noise throughout measurements,
convincingly showing the viability of the router hardware and the
routing protocol for quantum networking.
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The hybrid IP networking was further validated in more compli-
cated fiber networks. An additional 1 x 2 optical switch placed after
the hybrid server chip directs the hybrid data IP packets into two paths,
facilitating two Ori. IP addresses, which, alongside the two Dest. IP
addresses {1, 2} associated with a router, create four possible network
connections (Fig. 3C). Biphoton correlation signals appear at four
distinct time delays, in which the measured 4 X 4 transfer matrix
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exhibits a quantum routing precision of A
Pro = 0.962 (Fig. 3D). Moreover, in a
double-layer packet switching setup, an
additional router leads to three Dest. IP
addresses {1, 2, 3}, forming six network
connections (Fig. 3E). The measured 6 x
6 transfer matrix shows a quantum rout-
ing precision of prs = 0.916, where the
slight drop compared with pg; and pg, is
not caused by the increased network
complexity but rather is due to the extra
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ble S1) (27) because it has no inherent o 1
limitations on bit counts or switch scal-

ing. Therefore, in the context of a large-

scale quantum internet, this mechanism
can facilitate the dynamic and flexible
interconnection of hundreds or even
thousands of nodes.

Entanglement distribution with
real-time error mitigation

Although hybrid IP networking is ca-
pable of flexibly distributing correlated
photons among multiple nodes, the real-
world quantum networks demand ro-
bust preservation of delicate quantum
states under environment-induced dis-
turbances. For example, in a fiber net-
work, such disturbances can be induced
by vibrations, temperature fluctuations,
and geometrical deformations and rota-
tions (22, 30), causing the polarization
state of photons to experience an un-
known general SU(2) transformation
UK, B, v) = RAa) - Ry(B) - R(y), where
R;(0) is an SU(2) rotation matrix along
the i-th axis with a rotation angle of 0;
(Fig. 4A). Without in situ monitoring and
correction of polarization variation, sub-
stantial errors would emerge at the nodes
and consequently deteriorate quantum
information integrity.

Our hybrid networking framework actively harnesses guiding clas-
sical signals to address this challenge by detecting and correcting any
quantum state errors through an active real-time feedback and optimiza-
tion algorithm based on the error-detection signals embedded in the
classical header (27). The algorithm is effectively enabled by dynamical
reconfiguration of the on-chip error mitigator consisting of four MZIs
(Fig. 4A). From a fundamental perspective, both classical and quantum
signals obey the same electromagnetic mechanisms so they experience
identical environmental disturbances. Therefore, by sending and
checking different classical polarization states, Ug(a, B, y) can be
reconstructed, retrieving a, f3, and y. Subsequently, a microcontroller
unit processes these parameters and updates the voltages applied
onto the error mitigator to form a precorrected SU(2) transformation
Ucnip(Y', B, @) = RLY") - Ry(P) - R.(). By leveraging the feedback flow
and optimization algorithm (fig. S7), a perfect error cancellation is
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Fig. 4. Entanglement distribution protected by real-time error mitigation. (A) Schematic of the error-mitigation
algorithm. The error-detection (ED) signals, primarily comprising controllable initial polarization states, are placed inside
classical headers. At the end point, a state analyzer and a photodiode (PD) detect the polarization state to extract critical
parameters of the unknown SU(2) matrix associated with the fiber for the on-chip error mitigator to perform a precorrection
to eliminate the polarization errors. BS: beam splitter; PC: polarization controller; PBS: polarization beam splitter.

(B) Long-term performance of quantum information accuracy with and without error mitigation. Each error mitigation
cycle takes ~3.2 ms. The shadow area below each curve represents 1o of the accuracy oscillation. (C) Quantum state
tomography of distributed entangled photons. With error mitigation on, the acquired density matrix demonstrates fidelity
F=10.970 and purity P = 0.925 very close to the original characterized one, whereas without error mitigation, the biphoton
state becomes highly mixed with fidelity F = 0.593 and purity P = 0.615. The contrast on mutual information (S = 1.219
versus S = 0.565) also verifies the critical role of our hybrid strategy for preserving quantum bipartite entanglement.

possible under the condition Ucnip(y’, B, @) - U(w, B, y) = L. In this
way, the classical header enables error mitigation of the quantum
payload, creating a robust path for precise entanglement distribu-
tion. All measurements performed are on classical polarization states
without interfering with quantum states, thereby substantially in-
creasing detection and analysis efficiency.

During a 5-hour long-term comparison between error mitigation on
and off (Fig. 4B), a clear difference in classical-light inferred quantum
key distribution accuracy can be observed. The two cases both started
from a set of parameters with corrected Uyp. With error mitigation
enabled, the inferred accuracy remained >97% for the duration of the
experiment. By contrast, without error mitigation, the inferred accu-
racy significantly dropped due to accumulated polarization drift, and
severe oscillations caused by random environmental vibrations during
certain periods. The quantum error mitigation was further confirmed
by characterizing entanglement fidelity (Fig. 4C). Without error
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mitigation, the entangled state experiences severe decoherence and
evolves into a highly mixed state. However, with continuous error
mitigation every 100 ms, the original biphoton Bell state can be suc-
cessfully retrieved with an almost unaffected entangled state fidelity
of F = 0.970. The substantial improvement convincingly demonstrates
the effectiveness of classical-decisive quantum information processing
in real-time high-efficiency quantum error mitigation.

Conclusions

Integrating quantum information processing with advanced photonic
technologies allows for the precise encoding of a quantum-classical
hybrid data stream, enabling a classical-decisive quantum internet
that seamlessly integrates with existing commercial communication
infrastructures. In the designed hybrid IP networking protocol, the
classical signal plays a critical role in efficiently guiding entangle-
ment distribution while preserving the integrity of quantum informa-
tion. Additionally, robust entanglement distribution is achieved
through real-time error feedback driven by an error detection and
feedback algorithm encoded in classical light, which can in principle
be extended to support other error mitigation modalities such as
phase stabilization (27, 31). When integrated with state-of-the-art
high-speed photonic components (32-34) and combined with ad-
vanced multiplexing techniques (8, 11, 27, 35), our demonstrated
classical-decisive quantum architecture can be further enhanced to
increase the hybrid data rate, improving the overall efficiency of
quantum networking. As quantum memories become available
(12, 36-38), they can readily be supported by our system, facilitating
a practical and resilient quantum internet for large-scale distributed
quantum information systems (27).
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Growing into mentorship

Jasmine Gabriel Hughes

s I waited for the Teams meeting to begin, I started to question myself. “Wait, who am I to be

mentoring someone?” I thought. I was just a first-year graduate student who still regularly

sought guidance myself; what advice could I have to offer? Months earlier, I had applied to be

a mentor through a program at my university that provides free support for potential Ph.D.

applicants from groups that are historically underrepresented in science. I am passionate
about helping students from backgrounds like mine, and I was eager to pay forward the guidance I had
received earlier in my journey. But now that the moment was here, I was overcome with doubt.

As an undergraduate, I had no idea how to become a scientist.
The process felt opaque and overwhelming, particularly to a
first-generation college student. I always felt as though I was
behind my peers, simply because I did not know how to access
certain resources or get involved. Still, I pushed forward, learn-
ing the hard way through trial and error.

Things began to turn around at my first meeting with the
professor who would become my lab supervisor. I was extremely
nervous, but she was welcoming and understanding, genuinely
interested in learning about me and my career goals. Through-
out college, she provided support, professionally and personally,
bolstering my confidence, helping me understand it is OK to
take time away from lab for family, and more.

Being a mentor at my Ph.D. university seemed a great oppor-
tunity to do the same for others. I enthusiastically applied and
was excited to be selected and matched with a mentee. But as
our first meeting drew close, uncertainty crept in. There was no
guidebook to follow. How should I structure our meetings? What
if she asks a question that I have no idea how to answer? How
could I be ready for this type of leadership role, when I still had
so far to go myself?

That day of our first meeting, I was terrified. But once my
mentee joined the call, seeming very enthusiastic about meeting
me, and started to talk about herself, I had a flashback to my
own college experience. I remembered struggling to navigate
getting into a research lab and applying to summer internships
and graduate school. The fellow first-generation student on the
other side of the screen was probably going through something
similar—feeling both uncertainty and a fierce determination to
figure it out and achieve her professional goals.

‘What mattered, I realized, was not to be some imaginary per-
fect mentor with all the answers, but to get to know my mentee,

including her hopes and ambitions, and offer whatever guidance
and support I could based on my own experiences. We ended the
meeting having set some practical goals for the year—including
writing her personal statement and practicing research
presentations—and just as important, laid the grounds for an
authentic, personal relationship.

As our sessions continued, I still went into each one worried I
would not be prepared to solve every problem my mentee en-
countered. But over time, I realized I could help in practical
ways. I could equip her with the skills to tackle obstacles, such as
answering difficult questions during interviews and research
presentations. Just like my mentee, I had dreaded the “tell me
about yourself” prompt; where do you start and how much
should you tell? In my case, I had found a happy balance by ex-
plaining how being diagnosed with mixed connective tissue dis-
ease during college had driven me to pursue a Ph.D.—but I
didn’t go into details that would have felt invasive and draining.
I described my approach to my mentee, so she could adopt the
parts that resonated with her.

‘When I did not know the answer to an issue she raised, I was
honest about it and did my best to listen, provide feedback and
guidance, and allow her to determine her best course of action.
Sometimes I was there simply to provide a safe space to vent. I
could help even when I did not have a solution.

A few months after submitting her graduate school appli-
cations, my mentee sent an email thanking me for my sup-
port and guidance, which she said helped increase her
confidence. She probably doesn’t know that she helped in-
crease my confidence, too. [J

Jasmine Gabriel Hughes is a Ph.D. student at the University of Cambridge.
She thanks Professor Elizabeth Ables for her mentorship.
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